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ABSTRACT
Tabletops have the potential to provide new ways to support collaborative learning generally and, more specifically, to aid people in learning to collaborate more effectively. To achieve this potential, we need to gain understanding of how to design tabletop environments so that they capture relevant information about collaboration processes so that we can make it available in a form that is useful for learners, their teachers and facilitators. This paper draws upon research in computer supported collaborative learning to establish a set of principles for the design of a tabletop learning system. We then show how these have been used to design our Collaid (Collaborative Learning Aid) environment. Key features of this system are: capture of multimodal data about collaboration in a tabletop activity using a microphone array and a depth sensor; integration of these data with other parts of the learning system; transforming the data into visualisations depicting the processes that occurred during the collaboration at the table; and sequence mining of the interaction logs. The main contributions of this paper are: our design guidelines to build the Collaid environment and the demonstration of its use in a collaborative concept mapping learning tool applying data mining and visualisations of collaboration.

ACM Classification: H5.2 [Information interfaces and presentation]: User Interfaces. - Graphical user interfaces, Input devices and strategies, Interaction styles.
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INTRODUCTION
Collaboration has been proven to activate special learning mechanisms that cannot be triggered by working individually [4]. This is partly because working in groups creates the need to externalise internal thoughts to explain a point of view, or to defend a position, and it also helps individuals to learn about others’ perspectives. Emerging tangible and interactive surfaces provide the possibility for new ways to support collaborative learning. Notably, it is feasible to collect rich data about the collaboration at a tabletop. If we can then present it in a suitable form, learners and their teachers can gain understanding of the learning and collaboration processes. This can be valuable for two aspects of the learning. First, it can show the learning process that led to the final artefacts created at the table. Second, it can provide insights into the collaboration processes, in terms of the nature of the participation of each individual and the sequences of interactions between them. This generic skill in group work is valuable in many contexts, beyond the classroom into the workplace.

If we are aiming to create these potential aids to collaboration, one of the first challenges is in forming a basis for the design of the tabletop environment and its associated collaborative interfaces, so that they can capture the required collaboration data. This must be done in a manner that makes it possible to do downstream analysis of the data, to present it in a suitable form to support understanding of the learning and collaboration processes.

There is a growing body of research indicating the importance of gathering contextual information when people collaborate at the tabletop in order to offer enhanced or personalised user interface capabilities, such as adapted content delivery [3], automatic orientation [9], visualisations of collaboration at the tabletop for teachers and researchers [2, 14, 21], application of data mining techniques to find patterns of interaction [12] or building a user model to adapt the support that the tabletop system can offer [11]. Currently, there are no guidelines to inform the design process for tabletop software designers, so as to capture the right information to create such user models or for further data mining to enhance these models. In addition, the hardware currently available often fails to distinguish which activities were associated with each person at the table.

At present, there are many tabletop interfaces but it is timely to establish principled guidelines to design the key features that should define these systems. Our work aims to outline a theoretical foundation for this new area so that it will serve as a basis for designing interfaces for a range of collaborative tasks in a manner that will make it feasible to
Designing to support collocated collaboration

Collocated collaboration has been explored in a variety of applications; most research has investigated the ways to analyse and summarise a meeting so as to make the collaborative process more effective [25]. However, the active role that a tabletop can play in a collocated group meeting is a research direction with high potential.

Scott et. al. [19] established a set of high level guidelines for tabletop systems oriented to support collaboration. They highlighted the importance of the setting, the arrangement of the subjects and how the tabletop can communicate with other devices and services to support the collaborative process.

More recently, Nacenta et. al. [17] specifically explored the impact of the interaction techniques and location of feedback at the tabletop on the way in which users collaborate. They found that small changes in the design of the interface input and output may greatly affect the usage of the tabletop application, and thus the collaborative process. Kharrufa et. al. [8] also investigated the design of tabletop applications focused on learning contexts. They describe the importance of grounding the design of educational tabletop applications on learning theories to increase the likelihood the group will engage in collaborative discussions. AlAgha et. al. [1] presented a visionary teacher-centred approach to enhance the effectiveness of tabletops in classroom activities by offering a real-time interface to the facilitator for monitoring multiple groups at the same time. Ballendat et. al. [3] explored ways to capture and use contextual information about users, such as position, proximity, focus of attention and activity, to offer personalised format and content delivery according to the users’ needs at a given moment.

Investigations on the use of interactive tabletops for collaboration have mostly focused on the way in which learners and their facilitators interact with the computer (and between themselves) rather than just the user interface modes of interaction [5, 6]. An example of how the tabletop, embedded in an integral system, can become a useful walk-up-and-use tool to support collocated collaboration is WeSpace [24]. This system allows users to collaborate and share information on the tabletop, by integrating personal devices, applications and other shared services. The work of Marshall et. al. [10] also sheds light on the way people naturally approach, interact, work in groups and behave around the tabletops and the implications of this observations on the design of collaborative applications.

Analysing, visualising and mining tabletop data

Even though past research has explored the potential of tabletops for supporting learning, little attention has been paid to the analysis of the digital footprints generated by the face-to-face interactions and the role that the tabletop can play as a mediator of the collaborative activity; and additionally, how to provide the tabletop with better tools to become an active participant providing information to provide support for collaboration in the form of, for example, visualisations, personalised capabilities or content delivery, group modelling and machine learning techniques (see Figure 1).

The contributions of this paper include the proposal of a set of learner-centred guidelines that we used in designing a tabletop setting that captures rich contextual information about learning processes. These guidelines range from the design of the physical setting to specific software interface features. Then, we describe the implementation of the Collaid (Collaborative Learning Aid) environment. This comprises a set of multimodal devices, namely a tabletop, a microphone array and a depth sensor, that are integrated in order to capture audio, physical and positioning traces of activity. We map each of Collaid’s features to the guidelines. Finally, we validate the usefulness of Collaid in a case study application that makes use of its elements to capture information that can be exploited for different purposes, such as visualising collaboration or feeding educational data mining techniques (green squares, Figure 1).

The remainder of the paper is organised as follows. Next section describes related work on collocated collaboration and the use of the data collected from tabletop settings. Then, we present our design guidelines, followed by the implementation of the Collaid environment. We present an exploratory concept mapping system to demonstrate how the Collaid environment can be effectively applied. Finally, we discuss the results and conclude with future work.

RELATED WORK

Several researchers have explored how to achieve the potential of digital tabletops in educational contexts for giving support to collaborative learning. This section presents key work of two main research paths: collocated and tabletop-based settings designed with the purpose of giving better support for collaboration; and research that has specifically tackled collaborative learning issues by exploiting the information gathered by the tabletop setting.

Figure 1: Capturing traces of collaborative learning at the tabletop and potential uses.
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teachers or back to learners if they need it. Soller et. al. [20], in the context of learning systems, remarked on the importance of capturing a user model to observe and record the collaborative interaction, diagnose the state of the collaborative process, and then, offer some kind of feedback: from mirroring information back to users to actively advising them towards a goal. Therefore, special attention should be placed on the data collection to provide the tabletop system with the knowledge to give such feedback.

A number of researchers have also highlighted the importance of the collected data to help understand the collaborative process and interactions at the tabletop. For example, Bachour et. al. [2] developed a system to visualise in real time the amount of conversation each person produces around a non-interactive tabletop; they observed the effect of the quantity of speech on the final result of the group activity. Also Tse et. al. [22] performed a multi-modal observation on how pairs collaborate at the tabletop with speech and gesture commands. VisTaco [21] provided a generic tabletop analytic tool to support the exploration of the data generated by the low level touch interactions with the surface in a non-collocated environment. However, even though the low level interactions may be useful for studying the user interface, they do not actually say much about the meaning of the actions. The authors also highlight the importance of linking the logged touch interactions with higher level collaborative activities.

Jermann et. al. [7] performed low level observations on the ways people collaborate around a tangible table to investigate the impact of the arrangement of people and objects around the tabletop on the division of labour. They made use of collaborative learning techniques and collabograms to visualise and summarise the interactions given between learners. Harris et. al. [6] also used a wide range of sources of information gathered in their tabletop user trials to study the social processes. These included the use of the application logs, measures of symmetry of activity and coding schemas to observe the equity of participation and the content of what was said by the learners while collaborating. A particular usage of tabletop-based collected data is shown in [12]. Here, the authors applied data mining techniques to their dataset collected from a learning application to find sequential patterns of activity that differentiate high from low achieving groups.

Our work goes beyond these examples by taking principles that have been used for analysing collocated meetings, and applying them in a tabletop setting. This approach is grounded on designing and implementing the tabletop system to gather the readily available contextual information within and beyond the tabletop hardware, and to make it accessible in real time to services that can mirror or give active support for the collaborative process.

### DESIGN GUIDELINES FOR CAPTURING TABLETOP COLLABORATION DATA IN COLLAID

There have been proposals for general tabletop design guidelines to support collaboration [19] and to capture user models [13]. There are also guidelines for designing learning systems to ensure the collection of the data needed for data mining [16]. We build upon these to establish a set of design guidelines to create a system that captures a rich set of collaboration data that can be used for analysis, visualisation, and data mining. We propose a top-down approach in which the design of the tabletop environment is defined by the nature and format of the data that needs to be captured for mining and user modelling. Next, we outline these key design guidelines, taking into account both the learning theories and current technology affordances.

(i) **Distinguish users.** One of the most important requirements for capturing rich contextual information and providing certain types of adaptation at the tabletop, is to distinguish between each user’s touches [11]. It is essential to know who-touched-what in order to perform a full data analysis of actions or to offer support in the form of personalisation and customisation of the interface. Current solutions for distinguishing who is touching the tabletop include specialised hardware such as the DiamondTouch\(^1\), attaching gadgets to users’ hands (gloves or pens), or using distributed tabletops in which the users are not collocated (e.g. [21]). Another option is to restrict users’ reach by assigning roles or territories, and asking them to respect others’ personal space [15]. However, this implies that the task and users’ behaviour are constrained to meet the user identification requirement.

(ii) **Capture verbal communication.** The presence and content of the utterances made during collaboration are crucial for analysing collaboration [4], and tabletop settings should be instrumented to capture them. Previous work on tabletops has made use of the manual transcription of the utterances spoken by the group members [5, 6, 10, 22] or the automatic collection of the presence of speech to measure levels of participation [2]. The captured speech can range from detecting when people are talking, to more detailed aspects such as the tone, volume or the speech content. The speech features of collocated learners can be captured using individual wearable audio recorders or less intrusive multi-directional microphone arrays.

(iii) **Integrate user and contextual data.** The model of the collaborators (that the tabletop can use to reason about the group’s status) can be enriched by incorporating information that is beyond the boundaries of the physical tabletop system. This information includes, for example, the degree of familiarity of group members, their individual learner models, outcomes reached in other academic activities [16] and ubiquitous information like position or proximity to the table [3]. If the tabletop is used as a part of a sequenced

\(^1\) DiamondTouch Table.: http://www.circletwelve.com/
<table>
<thead>
<tr>
<th>Design Guideline</th>
<th>System Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>i- Distinguish users</td>
<td>User touch identification using a depth camera</td>
</tr>
<tr>
<td>ii- Capture verbal communication.</td>
<td>Hands-free transcription using a microphone array</td>
</tr>
<tr>
<td>iii- Integrate user and contextual data.</td>
<td>Desktop-based external work Position of user around the tabletop</td>
</tr>
<tr>
<td>iv- Integrate with services</td>
<td>Input services: CmapTools Server files Output services: visualisation dashboard, sequence pattern mining</td>
</tr>
<tr>
<td>v- Interconnect with external devices.</td>
<td>Multi-touch dashboard, personal computers, array</td>
</tr>
<tr>
<td>vi- Define the degree of structure of the activity.</td>
<td>Semi-structured activity in three stages: i) individual concept map, ii) brainstorming concepts at the tabletop and iii) linking phase</td>
</tr>
<tr>
<td>vii- Capture the data in multiple formats</td>
<td>Sequential log for data mining Timely snapshots of the tabletop layout for the visualisations</td>
</tr>
<tr>
<td>viii- Define the logging semantic</td>
<td>Basic semantic level (application logs)</td>
</tr>
</tbody>
</table>

Figure 2: Mapping the system features with the designing guidelines.

activity which involves other technologies such as web-based portals or desktop multimedia, then a possible solution is to adhere to a common user modelling framework to integrate multiple services or to share data through a central repository.

(iv) Integrate with services. Using tabletops as an added interface to existing collaborative e-learning tools, such as wikis, chat or forums can expand the collaboration facilities provided by these input services and improve the collaborative experience by supporting face-to-face group work sessions. In this way, tabletop applications can be integrated within a larger scale system that can give continued support to the students’ learning process over long periods. On the other hand, the information captured during the collocated tabletop sessions should be available for output services that can exploit this information to improve the group members’ awareness of collaboration.

(v) Interconnect with external devices. Scott et. al. [19] noted the importance of easing the transition between the collaborative work at the tabletop and external work performed through other devices. In collaborative situations, learners usually can make use of multiple sources of information, from books and paper articles, to modern devices like desktop computers, whiteboards and smart phones. Personal devices and interactive surfaces other than tabletops provide added specialised functions and the flexibility needed for specific tasks. These are individual spaces in which learners can work first, and then they can share their individual work with the group. It is also important to record the user activity using these different devices to gather a comprehensive set of data about the group actions. To illustrate this point, consider a scenario in which a digital whiteboard is used to brainstorm ideas, with the results stored on a personal device, and shared at the tabletop for group discussion.

(vi) Define the degree of structure of the activity. The interface may afford and constrain specific activities to be performed at specific times according to a script. In this way, the logged data is naturally connected with the different steps of the collaborative process, hence aiding data interpretation. Furthermore, the design may help learners to collaborate – as a starting point – while they do not have their own coordination strategies [23]. An example of this design approach was used by Kharrufa et. al [8] in which the tabletop activity was divided into three stages, providing users with different goals and tools in each of them.

(vii) Capture the data in multiple formats. Another design aspect to consider is that data needs to be captured and recorded in multiple formats according to the potential analysis techniques that can be used to exploit it. This is important because different algorithms might require specific contextual information. For example, sequential pattern mining algorithms need data formatted as a detailed sequence of events. Other techniques might need the historical status of the objects at the tabletop to measure the progress of the task over time, or for supporting monitoring services that could be used to detect important moments in the activity or visualise the logged interactions.

(viii) Define the logging semantics. The lowest granularity at which the raw physical actions on the tabletop can be logged is the coordinates of each touch point. These data can be used to study low level dimensions of the group activity like territoriality or user interactions [21]. However, this kind of logging does not indicate much about collaboration. Semantically meaningful data logs should be created to gain insight into the strategies followed by groups (e.g. create an object; press a button; group ele-

![Figure 3: The Collaid data capture and output services.](Image)
ments). In addition, it might be valuable to establish even higher-levels of abstraction by giving meaning to sets of basic actions based on heuristics. For example, basic actions such as rotating elements towards others can indicate communication [9], or sequences of actions such as dragging, inserting text or resizing, can be associated with higher level strategies like collecting information, brainstorming or negotiation [12].

**COLLAID: A MULTIMODAL ENVIRONMENT TO AID COLLABORATIVE LEARNING PROCESSES**

Using the guidelines described above, we designed and implemented a tabletop-based learning environment that can capture, in a *non-intrusive* way, the collaborative interactions of people as they solve a problem or build joint understanding. First, we describe the generic physical setting that can be used on a range of different tabletop hardware. Then, we detail the specific learning applications and techniques we used to evaluate the system. The first column of Figure 2 lists the set of design guidelines described in the previous section. The second column contains our system features that map to each of the guidelines. These features are detailed in the next subsections.

**Physical generic setting.**

The tabletop used in this study had a 46-inch LCD touch screen with a display resolution of 1920x1080 pixels, offering enough space for up to four participants. The tabletop hardware can detect multiple touches at a time, but – like most current touch hardware – it cannot recognise which user is providing an input. To give support to the model for capturing group members’ interactions (*i*- *Distinguish users* we designed a system based on a depth sensor located above the tabletop to track the position of each user’s body and arms (Figure 3). We match the depth images generated by the sensor with each touch performed on the interactive tabletop identifying the finger that is touching the table in that exact position, at that precise moment. Then, using a greedy search algorithm (weighted to make it follow the shape of hands and arms), we detect the arm span of that learner, therefore recognising the owner of that touch according to their position around the table. In this way, any direct-manipulation tabletop hardware can be extended to track *who is touching what* in a non-intrusive manner.

However, as mentioned earlier, most of the collaborative interactions among *collocated* users do not occur between the computer and people, but between the users themselves. In order to capture this important dimension of the collaborative process, we capture the speech and verbal participation through an array of microphones situated above the tabletop (*ii*- *Capture verbal communication*). We use a radial 7-channel USB microphone array that can distinguish sounds based on the spatial location of the source, in our case, the learners who are collocated around the tabletop. The array recognises when a learner is speaking, then, the application links the source of the sound with the learner’s position to finally record the audio information to audio files and the shared database.

Through this set of hardware, we obtained multidimensional sources of information: verbal interactions between learners (without attaching microphones to people) and tabletop data logs with the authorship of each touch at the tabletop (without attaching any gadget to people’s hands or having additional furniture restrictions) by mapping the position of the users around the tabletop with the information captured by the microphone array and depth the sensor. Figure 3 shows the generic hardware disposition of the sensors of the system. This setting can potentially be used in a number of environments like classrooms, public spaces or controlled research settings. However, an additional function may be useful in some cases where users need to be able to identify themselves (*login*). This would make it suitable for *walk-up-and-work* settings in which the tabletop is deployed in a shared space.

**Software architecture.**

The software architecture of this system is distributed across a number of servers in which the different applications get information from the corresponding sensors and record it into a central data server. The advantages of using a common repository of information rather than log files is that sensing applications can save information at the same time that a number of services (such as real time monitoring systems or machine learning techniques) can make use of these data [16].

The software architecture consists of 4 key parts, as illustrated in Figure 4. The first block corresponds to the set of

---

2 Kinect sensor device: [http://www.xbox.com/kinect](http://www.xbox.com/kinect)

3 Microcone recorder: [http://www.dev-audio.com](http://www.dev-audio.com)
CASE STUDY AND VALIDATION OF THE MODEL

We conducted a qualitative case study evaluation to demonstrate how the Collaid environment can enable the collection of collaboration data, used for visualisation (to provide real-time feedback during the group’s task) and for running data mining algorithms to extract frequent patterns. We ran the system analysis with 12 participants organised in groups of 3. They were students predominantly enrolled in computer science courses and were aged between 25 and 30. Group members were familiar with one another. They were asked to build an artefact collaboratively at the tabletop. The collaborative task chosen for this case study is the concept mapping technique for externalising knowledge [18]. However, any other tabletop application can be used along with the Collaid environment to capture collaborative interactions.

Tabletop application.

We integrated a concept mapping tabletop application to the environment for capturing the collaborative interactions among learners while they build a common artefact. A concept map is a diagram through which learners can represent their understanding about a topic. It is formed by concepts (short words that represent objects, processes or ideas) that can be linked through a linking phrase.

The tabletop application is linked with a well-known desktop-based learning tool called CMapTools server. First, before learners come to the tabletop, they use this tool to build their individual concept maps in private (v. Interconnect with external devices). Then, learners come together to the tabletop to discuss the commonalities and differences between their perspectives, and create a collaborative concept map. These individual concept maps are used by the tabletop application to extract the personal vocabulary of concepts and links, and make them available to the learners during the collaborative part of the activity (iv, Integrate with services). Thus, learners can use the concepts and links they previously included in their individual work, or create new ones and relate them with other participants’ ideas to build a new mutually accepted artefact.

Additionally, this information is used by the application to offer hints on which parts of the personal concept maps are interesting to discuss when there are clear differences between the same conceptual definitions, or to identify which parts of the individual maps can be automatically loaded by the tabletop because all learners already agreed on them. In this way, learners reduce the initial workload of starting a new map from scratch; instead they can focus on discussing the disagreements.

Overall, the concept mapping activity for the application is semi-structured in four stages: i) individual concept mapping (external to the tabletop); ii) brainstorming concepts at
the tabletop; iii) adding propositions that the individual
learners have in common, and iv) the linking phase in
which users build relationships between concepts (vi, De-
fine the degree of structure of the activity).

Regarding the user interactions with the tabletop, learners
are initially provided with 3 tools: a list of concepts that
includes the ones they used in the individual stage (or a list
of suggested concepts if there was not an individual stage);
an onscreen keyboard for editing phrases; and a resizable
representation of their individual concept map. All these
elements are initially minimised to avoid clutter (see Figure
5-A). Learners can add concepts by simply selecting them
from the list of concepts (Figure 5-B) that is linked with the
individual map that was built externally. They can add
links by dragging a concept and dropping it on another
target concept; and delete elements by dropping them on
one of the pair of black holes situated on the corners of the
tabletop.

The user interface interaction is simple; in order to select
any element at the tabletop for maximising it, editing a
node (Figure 5-C) or pressing ‘buttons’, the generalised
interaction technique consists of a touch and hold gesture.
This also gives some additional time to the system to re-
solve the authorship of the touch in case that all partici-
pants are touching the interface with all their fingers at the
same time, and thus, providing real-time feedback on each
touch by representing each contact point with a different
colour per user (see Figure 5-A). All elements at the table-
top are coloured according to the user who created such an
object (Figure 5-D).

**Visualisation of the group’s collaboration**

In order to effectively analyse and evaluate collaborative
work through the use of new technologies, including the
tabletop, it is required to design metrics and
techniques for evaluating the behaviour and
interaction space of the users of such tech-
nologies. One of the most powerful and, at
the same time, simpler techniques to improve the
awareness on the learning processes is the visualisation of the contextual data. Visualising
data generated by tabletop systems has not
been the exception [7, 14, 21].

To demonstrate the quality and utility of the
data captured by our system we designed a
dashboard which contains a set of visualisations of the collaborative activity of the learners
at the tabletop that is generated in real
time while the users build a concept map, and
it is displayed into a small, handheld multi-
touch device (*v-Interconnect with external
devices*). This tool aims to help the facilitator
to gain an overview to assess how evenly each
group member is contributing; the facilitator
could then give special attention to that group
or leave them work to continue on their own.

Inspired by the visualisations presented by Martinez et.al
[14], we designed a 3-layered visual interactive dashboard.
These visualisations are: the radar of physical activity, the
radar of verbal participation and the contributions chart.
The data used for generating these visualisations included
the application logs, the audio participation logs and the
snapshots of the elements at the tabletop taking into ac-
count the authorship of each action.

These visualisations were created for each of the exper-
iment groups in real time. We now detail the data captured
and resulting visualisations of two extreme cases of the
experiment groups. The **radars of verbal participation** (top
row of visualisations of Figure 6, blue radars) measure the
amount of speech that each participant has produced during
a certain period of time. Each coloured circular marker
corresponds to a learner interacting at the tabletop as they
are represented by the colour of the elements they create
(yellow, green, blue and red). The further the marker is
from the centre of the radar, the more speech they have
produced during the period of time the visualisation covers.
The coloured figure of the radars (in this case, blue),
formed by joining the individual markers, depicts how
egalitarian the verbal participation of the group is during a
given period of time [4]. If there are 3 learners, a per fectly
symmetrical triangle would indicate that the three group
members participated to a similar extent.

The second set of visualisations corresponds to the **radars
do touch participation** (second row of Figure 6, red radars).
Similarly, these visualisations measure the quantity and
symmetry of physical actions, in other words, touches on
the interactive surface. The third set, **contributions charts**
(bottom of Figure 6), consists of simple pie charts that
show the proportion of elements present at the tabletop that
add substantial knowledge to the map; these are the creation, and deletion of concepts or links. They provide a visual overview of the proportion of these objects that each participant contributed with, and their diameter length indicates the size of the concept map (relative quantity of concepts and links).

The time window for each visualisation covers the previous 4 minutes of activity. The furthest concentric circle of the radars of verbal participation represents two cumulated minutes of talk per learner captured during the 4 minutes. For the radars of physical participation the furthest concentric circle represents 200 touches. We established these maximum limits of the talk and touch dimensions based on preliminary user trials.

For our user study, the group members had up to 25 minutes to create the collaborative concept map. We created a dashboard containing 6 sets of the three visualisations that appeared sequentially, in real time, whilst the users were working at the tabletop. In Figure 6 we present the first 12 minutes of activity of two extreme groups (therefore 3 sets of visualisations per group). The first group of learners (Figure 6, left) was very communicative and learners tried to collaborate and be aware of others’ actions. In the second group (Figure 6, right) learners worked on their own for longer periods of time creating a more complete artefact compared with the first group. In this example, the generated visualisations clearly showed a marked difference between these groups: higher amounts of egalitarian talk in the first group against large amounts of touches on the tabletop and a bigger concept map in the second group. What we learnt from this exercise is that the data generated by the environment can be used to feed these visualisations to show how members of the groups explore the tabletop, and manage the balance between the quantity of discussed ideas and their physical interaction with the surface.

Mining data captured about the collaboration

The second technique that we explored to validate the significance of the captured traces was a data mining procedure to discover patterns of interaction that are hard to find by simple inspection of the logs.

A dataset collected from a multi-user setting, such as the tabletop, poses challenges for data mining because the user actions occur in parallel and are performed by multiple users in distinct order. Additionally, our data might contain more non-relevant human-computer interaction since the user interface is accessible for intuitive exploration and can be touched by learners at any time (sometimes even accidentally). We took into account the nature of the data to design a data mining strategy to extract frequent patterns of activity and confirm that the data produced by our environment is mineable. Two key attributes of this tabletop dataset are: the authorship and the sequential order of each action.

The data mining task we set out to solve was to discover the frequent sequences of interactions with the user interface performed per learner at the tabletop. One technique that has proven to be successful in analysing the timing and order of the events is sequential pattern mining. A sequential pattern is a highly frequent consecutive or non-consecutive ordered sub-set of a sequence of events. However, the sequences extracted in this exercise are exclusively focused on the consecutive ordered sub-set of events that can potentially form a pattern. We do not consider the non-consecutive actions because frequent patterns of a pair of actions might not be meaningful if many other events or large gaps of inactivity occur between such actions.

As mentioned in the previous sections, the raw logged touches do not indicate the intention of the users and therefore about user strategies. In this way, the input data for the algorithm consists of a list of sequential raw sequences of events. The table at Figure 7 shows the simplified description of the set of actions that learners can perform on the
tabletop (viii- Define the logging semantics) The dataset collected during the user trials of the case of study was pre-processed and a long sequence of actions per learner was generated to obtain a total of 12 long sequences (one for each participant). Then, we split these long sequences when a considerable gap of inactivity was found (an arbitrary threshold of 15 seconds of inactivity was chosen). For example, we got a sequence of actions {AC-AC-AC-MC-MC-ML-MC-ML-MC-ML-MC} from the activity of the learner “Alfred”. He started the trial by opening the list of concepts he included in his personal artefact (M), then added a couple of concepts (AC), rearranged these elements (MC) and created a link between them (AL). In this case, if “Alfred” did not do any other action for more than 15 seconds then his first generated sequence of events would be similar to the sequence presented above. The goal is to find how many times “Alfred”, or other learners, repeated this same sequence of events or at least part of it. In other words, the aim is to look for frequent ordered patterns within the action sequences.

With the purpose of detecting both the frequency and redundancy of the patterns of interaction, we implemented an extraction algorithm of n-grams. An n-gram is a subsequence of n elements from a given sequence. Only sequences of at least 3 actions were considered (n=3). For this exercise we fixed the minimum support threshold in 10 times to consider a pattern as frequent. The output of the algorithm is a list of frequent sequential patterns that meet the minimum given support. Based on the full sequences generated in this way, our algorithm seeks consecutive and also repeated patterns within the dataset of sequences. For example, following from the initial example, if we identify from our dataset that “Alfred”, along with other learners, performed the sequential sub-set of actions {AC-AC-MC-MC-AL} more than 10 times, then our algorithm will list this sequential pattern as frequent. The resulting output was a list of frequent patterns. The final result included 69 frequent patterns found of length varying from 3 to 17 actions.

The dataset obtained from our formative case study is not extensive enough to make educational assumptions about the concept mapping activity, but we obtained interesting results about the way learners interacted with the user interface. For example, Figure 8 shows some discovered sequences that were highly frequent in the dataset for three example trials. These results show that high amounts of

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Action</th>
<th>F</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML-MC-ML-MC</td>
<td>Move content elements</td>
<td>224</td>
<td>77</td>
<td>98</td>
<td>60</td>
</tr>
<tr>
<td>ML-ML-ML</td>
<td>Move content elements</td>
<td>146</td>
<td>64</td>
<td>46</td>
<td>42</td>
</tr>
<tr>
<td>ML-MC-ML</td>
<td>Move content elements</td>
<td>106</td>
<td>48</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>MC-ML-ML-ML</td>
<td>Move content elements</td>
<td>78</td>
<td>38</td>
<td>22</td>
<td>19</td>
</tr>
<tr>
<td>AL-ML-ML</td>
<td>Add link</td>
<td>57</td>
<td>11</td>
<td>29</td>
<td>17</td>
</tr>
<tr>
<td>MC-AL-ML</td>
<td>Add link</td>
<td>37</td>
<td>10</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>MT-AC-ML</td>
<td>Move tool and add concept</td>
<td>27</td>
<td>6</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>MC-EL-ML</td>
<td>Edit linking word</td>
<td>25</td>
<td>13</td>
<td>19</td>
<td>9</td>
</tr>
<tr>
<td>MC-MC-AL-MC</td>
<td>Move content and add link</td>
<td>24</td>
<td>4</td>
<td>8</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 7: Basic actions considered for the data mining sequential mining.

Figure 8: Top frequent discovered patterns and its frequency per group. Columns G1, G2 and G3 specify the partial frequency for groups 1, 2 and 3.

CONCLUSIONS

In this paper we described a set of guidelines we used for designing tabletop-based collaborative learning applications taking into account the special needs that are required to collect rich contextual information. This information can then be used to analyse and visualise the different facets of collaboration at the tabletop. We detailed the construction of an environment to capture and record, in a non-intrusive way, the user interactions of the collaborators. Our environment is focused on permitting learners to naturally interact between themselves, rather than ask them to adapt their behaviour to the hardware or software features. We mapped each of the system characteristics with the guidelines posed by our model as it was shown in the table of Figure 2. The system can also be adapted to pre-existing tabletop devices, therefore permitting its use in the classroom in the short-term.

Thereafter, we ran a case study in which we illustrated the feasibility and utility of the environment and the design model, to provide data that can be applied to feed visualisation in a dashboard that offers a real-time overview of the collaborative work for the facilitator. We additionally describe a sequence pattern mining technique applicable to this tabletop dataset. We demonstrated that the data is mineable and that it can be integrated with different sources of information. This analysis can provide a useful platform for looking at aspects of the interface design and also the group collaboration.

The long-term goal of this research is to make tabletop systems into adaptive, supportive tools and intelligent mediators between peers’ activity. Future work will explore
how the tabletop setting is used in the wild (e.g. in a school classroom) to collect larger amounts of interaction and collaboration data, enabling us to perform a deeper analysis of the logs using artificial intelligence techniques. Thus, this enables us to move towards the provision of adapted support to the collaborative learning processes at the tabletop.
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