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ABSTRACT
In this paper we explore the use of data mining to support group work in the context of a senior level, capstone software development projects. We mined data collected from students working in teams and interacting with online group support tools such as wikis, planning and tracking systems and version control software repositories. We applied three data mining techniques: mirroring visualization to provide a high-level view of the activity of the group and contribution of each member; sequential pattern mining and clustering to identify patterns characterizing the behavior of strong and weak groups. The results are promising and can be used to improve monitoring and self-monitoring of student progress, for early identification of problems in groups and to help students to work more effectively in groups.

I. INTRODUCTION

Educational data mining is the process of converting data from educational systems to useful information to inform pedagogical design decisions and answer educational questions. With the increasing use of technology in education, there is a large amount of content and electronic traces generated by student interaction with computer learning environments such as collaborative learning systems, project management systems, intelligent teaching systems, simulators and
educational game environments. The challenge is how to effectively mine these large amounts of
data, find meaningful patterns and present them to teachers and students in a useful form.

In this paper we focus on supporting teaching and learning of group work skills. Group
work is central in many aspects of life. It is especially important in the workplace where most
often the combined efforts of a group of people are required to complete a complex task in a
given time. The context of our study is a senior software development project, where students
work in groups to develop a software solution for a real industry client over a semester. Students
use a state-of-the art online group collaboration environment with tools such as a wiki for
sharing web pages, ticketing coordination and planning tool and software repository with version
control. Our goal was three-fold:

1. To provide a high-level overview of the activity of each group member. The teachers
can use this overview at the weekly meetings to provide a starting point for review of the
group’s recent progress and also to help identify potential problems early enough for remedial
actions to be effective. Individual students can also use the overview for self-monitoring to
check if they are contributing effectively and if they are fulfilling their allocated roles, e.g.
leader, tracker, software developer.

2. To identify patterns of activities associated with strong and weak groups. Using historic
data from previous courses, patterns characterizing the behavior of strong and weak groups
can be identified at various levels (e.g. individual students or groups) and in different forms
(e.g. as a sequence of temporal events or a summary of characteristics, ignoring the time
aspect). The teacher monitoring the current group can recognize such patterns and provide
timely feedback during the semester, e.g. identify ineffective patterns and work with the
group to rectify them; identify positive patterns and reinforce them. These patterns can also
improve the teaching of group skills by providing concrete examples illustrating key principles such as effective leadership and monitoring activity.

3. To improve our understanding of how the strong groups make use of the online collaboration tool. This can be used by teachers in future courses to customize the online environment and assessment, in order to improve student learning.

To achieve these goals, we applied three approaches: 1) mirroring visualisations to summarise the huge amounts of longitudinal data and give students and teachers a bird eye view of the activity of the group; 2) sequential pattern mining to identify interactions between team members and action sequences characterizing strong and weak groups; and 3) clustering of the students and groups according to their activity to find non-temporal patterns characterizing student and group behavior.

The next section describes the theoretical underpinning of our work and the related work. Then we present the context of our study and the data used. The following sections explain the application of the three data mining techniques, highlight the important findings and discuss how the results can be used to improve group work skills.

II. THEORETICAL UNDERPINNING AND RELATED WORK

Our approach was driven by two forms of theoretical underpinning. The first one is the Big Five theory of group work [1]. It states five key factors for success of group work: leadership, mutual performance monitoring, backup behaviour, adaptability and team orientation. Backup behaviour involves reallocating work between members as their different loads and progress becomes recognised. Adaptability is a broader form of changing plans as new information about
group and external issues are identified. Team orientation covers aspects such as commitment to
the group. The Big Five theory also identifies three supporting mechanisms: \textit{shared mental
models} (e.g. shared understanding of how the group should operate); \textit{mutual trust, closed loop
communication} (e.g. a person posting a message on any media receives feedback about it and
confirms this). This theory provides a language with which to discuss group work and also
guides our data mining.

The second theoretical underpinning is based on Extreme Programming [2], a successful
software development methodology. Some of its key principles are: constant communication
within the group and with customers, simple clean design, pair programming, testing the
software from day one, delivering the code to customers as early as possible and implementing
changes as suggested. These principles helped us identify the features of activity that should be
extracted, used in the analysis and presented in the visualizations.

Some researchers have investigated the use of data mining to analyze collaborative
interactions. Talavera and Gaudioso [3] applied clustering to student interaction data to build
profiles of student behaviours in a course teaching the use of Internet. Data was collected from
forums, email and chat. The goal was to support evaluation of collaborative activities and
although only preliminary results were presented their work confirmed the potential of data
mining to extract useful patterns and get insight into collaboration profiles. In [4] a method based
on clustering and statistical indicators was proposed. The aim was to infer information about the
collaboration process in an online collaborative learning environment. Prata et al. [5] have
developed a machine-learned model which automatically detects students’ speech acts in a
collaborative learning environment and found a positive correlation between speech acts
denoting interpersonal conflict and learning gains. Soller [6] analysed knowledge sharing
conversations using Hidden Markov models and multidimensional scaling. However, her approach required group members to use a special interface using sentence. The DEGREE system [7] allows students to submit text proposals, co-edit and refine them, until agreement is reached. However, it also requires a special interface and user classified utterances and is also limited to a single collaboration medium. By contrast, we wanted to ensure that the learners used collections of conventional collaboration tools in an authentic manner, as they are intended to be used to support group work; we did not want to add interface restrictions or additional activities for learners as a support for the data mining. These goals ensure the potential generality of the tools we want to create. It also means that we can explore the use of a range of collaboration tools, not just a single medium such as chat.

Mirroring visualizations to support group collaboration have been used previously [8, 9]. In [10] the goal is to improve participation rate by creating an adaptive rewards system using mirrored group and individual models. However, it significantly differs from our goal of supporting small groups for which learning group work skills is one of the learning objectives and the group work is the key focus. In our previous work we found that mirroring of simple overall information about a group is valuable [11]. The work on social translucence [12, 13] has also shown the value of mirroring for helping group members to realize how they are affecting the group and to alter their behavior.

III. DATA

The context of this study is a senior level capstone software development project course which runs over a semester. There were 43 students, working in 7 groups of 5-7. The task was to
develop a software solution for a client. The topics varied from creating a computer-based driving ability test to developing an object tracking system for an art installation.

The groups were required to use Trac [14], an open-source, web-based, project management system for professional software development. It consists of three parts, tightly integrated through hyperlinks:

- A group wiki supporting communication and documentation. It allows the group members to add, remove or edit shared web pages, linked from the main group page.
- A ticket system supporting task management. A ticket is created for each task that the team has to do and is assigned to a person for completion. The team can also add comments on it, reassign it to somebody else or close it.
- Subversion (SVN) is for source code management. It provides a repository for the software created by the group and manages the changes. It allows recovery of older versions of the software and a view of the history of how the files and directories were changed.

The Trac usage data contained roughly 15,000 events and its size was 1.6 MB in MySQL format. We also had the progressive and final student marks which take into account both the quality of the product and the group management process followed. Based on them, the groups were ranked and named accordingly - Group 1 is the best group and Group 7 is the weakest.

IV. DATA MINING APPROACHES AND RESULTS

A. Mirroring Visualisations

One of the important challenges facing teachers and students in the context of group work is see the big picture - whether group members are all contributing effectively and if they are fulfilling...
their allocated roles. During a semester long project, using a system such as Trac, the groups generate a large amount of electronic traces. This data contains rich and valuable information that can help to determine group progress and identify problems early enough to intervene effectively. However, the raw data cannot be used directly by teachers and students due to its large quantities and overwhelming amount of detail.

To address this problem, we designed a high-level visual summary (mirror) of the activities of each group member over time. Our goal was to extract an overview of the huge amount of group activity data and present it in a form that is a useful starting point for exploring if the group is working effectively. For example, at the weekly meetings with the groups, the teachers can point to summary and ask students to explain how it relates to the work done.

Given the multifaceted nature of group interactions, especially in our context where students work for months on complex projects, we needed to decide what data to mine to provide the information needed for our goals of facilitating group operation, identifying potential group problems early and presenting an effective starting point for review of the group's recent progress. The 5 key factors for success from the analysis of group work and the key elements of group management from Extreme Programming pointed to the key elements that teachers and students should be able to inform from the mirror visualizations

We concluded that we should: 1) summarise each student’s activity (daily and cumulatively) on each of the media (wiki, task planning tickets and version control actions in the software repository) and 2) summarise the flow of interaction between the team members. We expected that some group members would have different patterns of activity from others, e.g. the group leader should have appeared more active on planning tasks, reflected in creation of tickets;
the absence of this pattern would suggest that the leader is not doing their job. We also expected that better groups would show a higher interactivity than the weaker ones.

We designed a set of visualisations to meet these goals. We will describe two of them. Figure 1 shows our main visualisation, the Wattle Tree (named after an Australian native plant with fluffy golden-yellow round flowers). Each person in the team appears as a “tree” that climbs up the page over time. The tree starts when the user first does an action on any of the three media considered. The vertical axis shows the date and the day number. Wiki-related activity is represented by yellow “flowers”, circles on the left of the trees. SVN-related activity is similarly represented, as orange flowers on the right of the trees. The size of the flower indicates the size of the contribution. Ticket actions are represented by leaves – the green lines: a dark green leaf on the left indicates a ticket was open by the user and a light green leaf on the right indicates the user closed a ticket. The length of the left leaf is proportional to the time it remained opened.
Those still open are shown at a standard, maximal size (e.g. the ones around day 41 in Figure 1).

As already discussed, a good team leader will typically take the responsibility for opening most of the tickets. We see that the leftmost person in Figure 1 has opened many tickets while the closing of tickets is more evenly distributed across the team. Although these visualizations are intended to be meaningful for the team, rather than the outsider viewing them, there are some features we can identify in Figure 1. The two students at the left appear to have been the most active in management aspects at the wiki and tickets: knowledge of the group bears this out. The fourth student from the left is particularly active on SVN corresponding to a larger role in the technical development. The fifth student from the left has a hiatus from about Day 27 corresponding to too little activity. This group had times when several members were ill or had other difficulties and they could see the effect of these problems in the Wattle diagram. The team member with responsibility for tracking progress could use the Wattle tree to get an overview of activity at a glance. This serves as a starting point for delving into the details, as needed, by checking individual tickets, wiki pages and SVN documents and their histories.

Wattle trees do not contain information on who issued tickets to whom, and who contributes to a wiki page. In order to visualise these activities, we use what we call an interaction network, inspired by the graphical notations used in Social Network Analysis [15], and showing relationships and flows between entities. An example for one group is shown in Figure 2. The nodes represent team members and the lines between them indicate interaction between the team members, as they modify the same wiki page, SVN file or ticket. The width of the edge is proportional to the number of interactions between them.

These interaction graphs can be used for reflective group activities in class. They may indicate different patterns and require deep knowledge for interpretation. For example, a tick line
may correspond to a group member writing poor code with the others having to fix it or a group member who doesn’t trust the others and frequently edits their code.

![Interaction graph - Medium wiki](image)

**Figure 2. Interaction network**

The Wattle tree and interaction networks were available during the semester and were used in the weekly meetings between student groups and teachers. Individual students found that they could see what they and the other students in the group have been doing and whether they have been performing at appropriate levels. Teachers found that they could identify group problems very early and help address them.

The visualization tools we developed were also used successfully in the context of postgraduate courses in educational technology where groups worked collaboratively to write essays. Thus, they have a broader value.

Future work will include making the Wattle trees and interaction networks interactive. We have recently developed an interactive visualization, called Narcissus [16]. It supports views at three levels: group, project and ticket, and the user can also click on the components and see the supporting evidence.
B. Sequential Pattern Mining

The temporal order of events is an important aspect of group work. We investigated if there are recurrent sequences of events distinguishing the stronger from the weaker groups. For instance, we expected to see the following pattern in the strong groups: the leader amends a wiki page, creates tickets, allocates them to group members who accept the ticket, act on it (activity on the wiki and/or the SVN), then comment on the ticket and close it. To find such temporal patterns we used sequential pattern mining [17]. A sequence is defined as an ordered set of elements (events). Given a sequence dataset and a threshold $s$ (called support), it finds all sequences that occur at least $s$ times in the dataset. Sequential pattern mining has been previously used in e-learning although for different goals than ours: to support personalised course delivery based on the learner characteristics [18] and to recommend sequences of resources for users to view in order to learn about a given topic [19].

We used the Generalized Sequential Pattern Mining (GSP) algorithm [17] which is a multiple-pass, candidate generation-and-test approach, based on the so called apriori property. We have slightly modified the standard GSP, as described in [20], to better suit our context.

Before the sequential pattern mining can be performed, the data needs to be suitably pre-processed. This involved three critical steps summarised below (for more details see [20]):

1) Abstraction of the raw data into a list of events for each group (a unique, chronological sequence of events). The resulting sequence for each group consisted of 1416 - 3395 events.

2) Splitting these long sequences into a dataset of several meaningful sequences. We formed three types of sequences: (i) for the same resource (e.g. the same wiki page or ticket); (ii) for a group session (a session is formed by cutting the group event sequence where gaps of
minimum length of time occurred) and (iii) for the same task (a task is defined by a ticket and
comprising all events linked from and to that ticket).

3) Encoding the events suitably to facilitate data mining. We developed and used several
alphabets to describe our events in a way that could compress our data meaningfully and ran the
GSP algorithm using all these alphabets.

Table 1 summarises some of the distinctive patterns we found for the strong and weak
groups and their explanation.

<table>
<thead>
<tr>
<th>Patterns found in best groups</th>
<th>Patterns found in weak groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequent alternation of SVN and wiki events</td>
<td>Frequent alternation of wiki and ticket events</td>
</tr>
<tr>
<td>Frequent alteration of SVN and ticket events</td>
<td>Lack of sequences containing SVN events</td>
</tr>
<tr>
<td>Tickets used more often than wiki, and many consecutive ticket events</td>
<td>Wiki used more often than tickets</td>
</tr>
<tr>
<td>Many consecutive SVN events</td>
<td>Leaders involved in too much technical work. Tickets created by Leader, followed by ticketing events by other members (e.g. open, edit, close), before completing work.</td>
</tr>
<tr>
<td>Many SVN events on the same files</td>
<td>Tracker rather than Leader creating and editing many tickets</td>
</tr>
<tr>
<td>High ticketing activity for Leaders - tickets created by Leader, accepted by another member, Leaders commenting on tickets and following up assigned work.</td>
<td>The wiki and tickets were not used to support software development</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Explanation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation in wiki about SVN commits to group repository</td>
<td>The wiki and tickets were not used to support software development</td>
</tr>
<tr>
<td>Tickets being updated following SVM commits</td>
<td>Less actual work done</td>
</tr>
<tr>
<td>Higher and better use of the ticketing system; tickets are more-task oriented than wiki and ticketing system is better indicator of the work actually done</td>
<td>Wikis are less focused and task-oriented than tickets</td>
</tr>
<tr>
<td>Work more often committed to group repository</td>
<td>Less effective leadership.</td>
</tr>
<tr>
<td>Regular commits to the repository (software development done)</td>
<td>Tracker performing leadership duties</td>
</tr>
<tr>
<td>Effective leadership</td>
<td>Effective leadership</td>
</tr>
</tbody>
</table>
After the extraction of these patterns, the teachers examined in detail the actions on Trac and confirm the meaningfulness of the results. The results can be used in future teaching to provide concrete examples of patterns associated with good and poor practice, e.g. to illustrate general principles such as effective leadership and monitoring in terms of wikis, tickets and SVN activity. The patterns can also be extracted and presented to students during the semester as formative feedback to help rectify poor group operation and encourage effective practices.

C. Clustering

We applied clustering to find patterns characterising the student behaviour at two levels: groups of students and individual students. Clustering is an unsupervised method for finding groups of similar objects using multiple data attributes. We used the classical k-means clustering algorithm as it is simple, effective and relatively efficient [21].

1. Clustering groups

Two key issues critically affect the performance of clustering algorithms: attribute selection and number of clusters. We experimented with various sets of attributes [20] and found a set of 11 attributes based on all media (wiki, ticket and SVN) to be the most informative. These attributes were derived from the number of events per ticket, number of days ticketing occurred, number of events per wiki page, wiki page usage span, number of lines edited/deleted per wiki edit, number of days SVN activity occurred and others.
The number of clusters was set to 3 based on our knowledge about the groups, e.g. their progressive and final marks which reflected the quality of the processes followed and the quality of the final product. The resulting clusters for k-means and their distinguishing characteristics are shown in Table 2. It should be noted that we also experimented with hierarchical clustering and EM for k=3 and obtained the same clusters.

**Table 2. Clustering groups of students**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Tickets</th>
<th>Wiki</th>
<th>SVN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>Very frequent activity;</td>
<td>High edits per wiki page;</td>
<td>Very frequent activity;</td>
</tr>
<tr>
<td>Group 1</td>
<td>High events per ticket;</td>
<td>High wiki page usage span;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High % of ticket update and ticket accepting events;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2:</td>
<td>Moderately frequent activity;</td>
<td>High edits per wiki page;</td>
<td>Moderately frequent activity;</td>
</tr>
<tr>
<td>Groups 5 &amp; 7</td>
<td>Low number of events per ticket and low % of ticket update events;</td>
<td>Low number of lines added/deleted per wiki edit;</td>
<td></td>
</tr>
<tr>
<td>3:</td>
<td>Infrequent activity;</td>
<td>Moderate number of lines added/deleted per wiki edit;</td>
<td>Infrequent activity;</td>
</tr>
<tr>
<td>Groups 2, 3, 4 &amp; 6</td>
<td>Moderate number of events per ticket and moderate % of ticket update events;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The first cluster contains only Group 1 (the top group) and is characterised with active use of the three media and high number of active events such as ticket acceptance and update, wiki page edits and SVN activities. The second cluster contains Groups 5 and 7 and it is characterized with moderately frequent use of tickets and SVN and low number of active events. Although there were many edits of wiki pages as in cluster 1, they involved small modifications (lines added/deleted). The third cluster contains the remaining groups and is characterised by overall low ticketing and SVN activity. While low ticketing activity is typically associated with weaker groups, Group 2, the second best group, also showed this characteristic as it was reluctant
to use the ticketing system.

These results were useful for the teachers. For example, the teachers had some sense that Group 1 was well managed but this cluster analysis pointed to some interesting behaviors distinguishing this group that we didn’t noticed before. For example, we found that the group made extensive use of the wiki on each ticket for communication about the task associated with it, which is a novel and effective way to use TRAC. This new understanding was used in subsequent teaching and was evaluated by the teachers as helpful.

2. Clustering students

To gain insight in the group composition, we also conducted clustering of the individual students. We selected 14 attributes, similar to the attributes used in the clustering of the groups but characterising individual not group activity; for more details see [20]. Table 3 shows the clusters obtained with k-means for k=4 (set empirically), together with their characteristics. Based on our interpretation of the cluster characteristics, a cluster label was assigned (“Managers”, “Trac-oriented developers”, “Loafers” and “Others”). We then looked at the group composition, taking into account the labels assigned to each student; see Table 4. The stars (*) show where the group’s designated manager (leader) was placed by the clustering. This role was allocated to one person after the initial start-up period. For example, Group 7 consisted of 7 students; 1 of them was clustered as “Manager”, 0 as “Trac-oriented developer”, 2 as “Loafers” and 4 as “Others”; the designated manager was clustered as “Manager”.

Table 3. Clustering individual students

<table>
<thead>
<tr>
<th>Cluster label</th>
<th>Cluster size</th>
<th>Tickets</th>
<th>Wiki</th>
<th>SVN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Managers</td>
<td>8 students</td>
<td>- High ticketing activity</td>
<td>- High wiki activity</td>
<td>- Moderate SVN activity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Involved in many tickets;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trac-Oriented</td>
<td>9 students</td>
<td>- Moderately high ticketing</td>
<td>- Moderate wiki activity</td>
<td>Very high SVN activity</td>
</tr>
<tr>
<td>Developers</td>
<td></td>
<td>activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Ticketing occurring on</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>many different days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loafers</td>
<td>11 students</td>
<td>- Low ticketing activity</td>
<td>- Low wiki activity</td>
<td>- Low SVN activity</td>
</tr>
<tr>
<td>Others</td>
<td>15 students</td>
<td>- Moderately low ticketing</td>
<td>- Moderately low wiki activity</td>
<td>- Many SVN events on days</td>
</tr>
<tr>
<td></td>
<td></td>
<td>activity</td>
<td></td>
<td>which SVN events occurred</td>
</tr>
</tbody>
</table>

Table 4. Group Composition

<table>
<thead>
<tr>
<th></th>
<th>Managers</th>
<th>Trac-Oriented Developers</th>
<th>Loafers</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>*1</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Group 2</td>
<td>*1</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Group 3</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>*3</td>
</tr>
<tr>
<td>Group 4</td>
<td>*1</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Group 5</td>
<td>3</td>
<td>*1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Group 6</td>
<td>*1</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Group 7</td>
<td>*1</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Some new interesting differences between the groups emerged. Groups 2 and 3 (placed in the same cluster, see Table 2) differ by Group 3’s lack of a manager and Group 2’s lack of Trac-oriented developers. The first finding was consistent with our knowledge of the leadership problems this group encountered, with the original manager leaving the course and another student taking over. The second finding was validated in a group interview where the main developers expressed a reluctance to use Trac. Group 5 is also distinctive in its excess of
managers which was further complicated by their designated manager being placed in the “Trac-oriented developers” cluster. It appears that this weak leadership resulted in others reacting to fill the manager’s role, with their technical work subsequently being compromised, which is a pattern to be aware of in future groups.

To verify if these patterns were evident earlier, we ran the clustering using the data only from the first seven weeks. We found that already some of these key results had emerged. For example, the Group 5 leader was already showing the developer’s behaviours. Had the teachers been aware of this, they may have been able to help this group deal with this problem, early enough to have made a difference. The presence of three loafers was also apparent in Group 6. The early data also showed leadership’s behaviours by all other leaders at that stage. These results have great value not only for the teachers but also for the individuals to understand their behaviour and change it, if needed.

In conclusion, we found clustering to be useful, revealing interesting patterns characterising the behaviour of the groups and individual students. Strong groups are characterised by effective group leadership and frequent use of the three media, with high number of active events. Some important results are evident in early data, in time for timely problem identification and intervention.

D. Limitations

The data has several limitations that affected the results.

First, the Trac data doesn’t capture all group communication. In addition to Trac, students collaborated and communicated via other media to which we don’t have access, such as face-to-face meetings twice a week, instant messaging, telephone conversations, SMS. An addition of a
chat tool to Trac can capture some of this communication and also increase the use of Trac.

Second, the data mining results revealed insufficient use of Trac by some of the groups (e.g. Group 2) and subsequent interviews revealed that they were reluctant to use Trac as they felt it was cumbersome and preferred to communicate by other means.

Third, there were not enough instances for the cluster analysis, especially for the clustering of groups. Although our data contained more than 15000 events, there were only for 7 groups and 43 students to cluster. Nevertheless, we think that clustering using the collected data and selected attributes allowed for uncovering useful patterns characterising the work of stronger and weaker students as already discussed. The follow-up interviews were very helpful for interpreting and validating the patterns.

V. CONCLUSIONS

This paper describes our work on mining of student group interaction data. Our goal was to improve teaching and learning of group work skills in the context of a capstone software development project course. Students used Trac, a state-of-the-art collaborative platform for software development which includes wiki for shared web pages, ticket task management system and software repository system. We applied three data mining approaches: mirroring visualisation, sequential pattern mining and clustering. We found that they enabled us to achieve the goals of early identification of problems in groups, improving monitoring and self-monitoring of student progress throughout the semester and helping students to learn to work effectively in groups.
More specifically, mirroring visualizations such as Wattle trees and interaction networks helped to understand how well individual members are contributing to the group and can be used for reflective activities in class. The clustering and sequential mining results revealed interesting patterns distinguishing between the strong and weak groups, and we also found that some of them can be mined from early data, in time to rectify problems. The next step will be to automate the discovery of patterns during the semester, match them with the patterns we validated and present regular formative feedback to students, including useful links and remedial exercises. Future work will also include systematic evaluation of the impact of the results on student learning in future cohorts.

Our work also highlighted some of the challenges in analysing and visualising educational data. Educational data is temporal, noisy and lacking enough data for some tasks. For example, one of the groups was reluctant to use the ticket system which resulted in non-representative ticket data; there were not enough samples for the clustering of the groups (i.e. many events but a small number of students and groups). Good understanding of the educational domain and data and using suitable pre-processing for data abstraction, representation and feature selection are critical for the success.

Our approach and results may be valuable not only for software development projects using online collaboration systems similar to Trac, but also to the much broader area of Computer Supported Collaborative Learning where teachers need to address many of the same concerns that were drivers for this work, e.g. to identify groups that are functioning poorly, whether individuals are not contributing or are doing so in ways that do not match their assigned group role and responsibilities.
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