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I argue that research on organizational configurations has been limited by a mismatch between theory and methods and introduce set-theoretic methods as a viable alternative for overcoming this mismatch. I demonstrate the value of such methods for studying organizational configurations and discuss their applicability for examining equifinality and limited diversity among configurations, as well as their relevance to other research fields such as complementarities theory, complexity theory, and the resource-based view.

The study of organizational configurations, broadly defined as “any multidimensional constellation of conceptually distinct characteristics that commonly occur together” (Meyer, Tsui, & Hinings, 1993: 1175), has occupied an important and central role in both organization theory and strategy research (e.g., Bensaou & Venkatraman, 1995; Dess & Davis, 1984; Doty & Glick, 1994; Hambrick, 1984; Ketchen et al., 1997; Miller, 1986; Miller & Friesen, 1978, 1984; Mintzberg, 1979, 1980). In essence, a configurational approach suggests that organizations are best understood as clusters of interconnected structures and practices, rather than as modular or loosely coupled entities whose components can be understood in isolation. Proponents of a configurational approach thus take a systemic and holistic view of organizations, where patterns or profiles rather than individual independent variables are related to an outcome such as performance (Delery & Doty, 1996). Because of its multidimensional nature, the configurational approach is particularly relevant to the study of strategic management (Amburgey & Dacin, 1994; Dyas & Thanheiser, 1976; Inkpen & Choudhury, 1995; Ketchen, Thomas, & Snow, 1993; Miller, 1996). A core theme of strategy concerns how firms can achieve a match among structures, activities, and the environment, suggesting that configuration itself is the very essence of strategy (Miller, 1996). Likewise, different typologies of configurations, such as those suggested by Miles and Snow (1978), Porter (1980), and Mintzberg (1983), have occupied a central place in the strategy literature.

While a configurational approach presents a very attractive perspective, the progress of empirical research has been less than satisfying. To establish and measure configuration membership, authors have used a variety of clustering algorithms (e.g., Bensaou & Venkatraman, 1995; Cool & Schendel, 1987; Fiegenbaum & Thomas, 1990; Hambrick, 1983; Ketchen et al., 1993), interaction effects (e.g., Baker & Cullen, 1993; Dess, Lumpkin, & Covin, 1997), and deviation score approaches (e.g., Delery & Doty, 1996; Drazin & Van de Ven, 1985) to identify configurations and their effects, typically on performance as the key outcome variable. However, evidence on the relationship between configurations and performance has been equivocal. While some reviews of previous studies cast doubt on the existence of such a relationship (Barney & Hoskisson, 1990; Hatten & Hatten, 1987; Thomas & Venkatraman, 1988), a meta-analysis of configurational studies by Ketchen et al. (1997) nevertheless suggests that configuration membership does predict performance. Other research has proposed that the inability to find a reliable link between configurations and performance may be due to insufficient statistical power in previous studies (Ferguson & Ketchen, 1999). In reviewing these results, Delery and Doty (1996) conclude that while the configurational approach holds promise, additional test-
ing is necessary to validate the efficacy of a configurational perspective.

In this paper I suggest that many of the problems of empirical research on organizational configurations derive from a mismatch between methods and theory. Configurational theory suggests a clean break with the predominant linear paradigm. Rather than implying singular causation and linear relationships, a configurational approach assumes complex causality and nonlinear relationships where “variables found to be causally related in one configuration may be unrelated or even inversely related in another” (Meyer et al., 1993: 1178). As a result, relationships between variables need not be symmetric (Black & Boal, 1994) and tend to involve synergistic effects that go beyond traditional bi-variate interaction effects (Delery & Doty, 1996; Miller, 1990). Furthermore, configurational analysis stresses the concept of equifinality, which refers to a situation where “a system can reach the same final state, from different initial conditions and by a variety of different paths” (Katz & Kahn, 1978: 30). While unifinality assumes that there exists one optimal configuration, equifinality assumes that two or more organizational configurations can be equally effective in achieving high performance, for example, even if they are faced with the same contingencies (Galunic & Eisenhardt, 1994; Gresov & Drazin, 1997). However, these theoretical ideas have not been well translated into empirical models. For one thing, the suggestion that there are frequently multiple paths to an outcome stands in contrast to conventional methods of multivariate regression analysis, which estimate a single path for all cases under examination. Similarly, the use of cluster analysis and deviation scores to detect distinct groups of firms may often not allow the researcher to examine just how different design elements work together (Whittington, Pettigrew, Peck, Fenton, & Conyon, 1999).

The primary purpose of this paper is to offer a fresh view of these methodological issues by introducing set-theoretic methods for studying cases as configurations. Set-theoretic methods are uniquely suitable for configurational theory since they explicitly conceptize cases as combinations of attributes and emphasize that it is these very combinations that give cases their unique nature (Ragin, 1987, 2000). As such, set-theoretic methods differ from conventional, variable-based approaches in that they do not dis-aggregate cases into independent, analytically separate aspects but, instead, treat configurations as different types of cases. To examine these different configurations of attributes, set-theoretic methods use Boolean algebra, a notational system that permits the algebraic manipulation of logical statements. Such an approach in many ways offers a better fit with a configurational understanding of organizations and also allows for a sophisticated assessment of just how different causes combine to affect relevant outcomes such as performance. Furthermore, set-theoretic methods contribute to theory building by providing a rigorous way to combine verbal statements with logical relationships that differs from the conventional correlational view, allowing for the expression of complex causal relations in ways that generate new insights for organizational theory and strategy research. While I focus here mainly on the field of organizational configurations, I also expand the discussion to the implications of set-theoretic methods for a number of other research areas, including theories of complementarities, complexity, the field of human resource management, and the resource-based view.

THE MISMATCH BETWEEN CONFIGURATIONAL THEORY AND METHODS

Configurational approaches to organization are based on the fundamental premise that patterns of attributes will exhibit different features and lead to different outcomes depending on how they are arranged. But while theoretical discussions of configurational theory thus stress nonlinearity, synergistic effects, and equifinality, empirical research has so far largely drawn on econometric methods that by their very nature tend to imply linearity, additive effects, and unifinality. This mismatch has caused a number of problems. For example, the classic linear regression model treats variables as competing in explaining variation in outcomes rather than showing how variables combine to create outcomes. By focusing on the relative importance of rival variables, a correlational approach has difficulty treating cases as configurations and examining combinations of variables. This becomes particularly evident in the fact that regression analysis focuses on the unique contribution of a variable while holding constant the values of all other variables in the equation.
Holding other values constant, of course, stands in direct opposition to the fundamental assumption of a configurational approach—namely, that it is the presence or absence of particular other factors that gives a variable meaning or not. In other words, a correlational approach can answer with precision questions relating to the average net effect of a variable on an outcome; it is much less adept at answering under what specific conditions a variable influences an outcome.

Interaction effects are one way to overcome this characteristic limitation of regression analysis, and both two- and three-way interactions have been used to study organizational configurations (e.g., Baker & Cullen, 1993; Dess et al., 1997; Miller, 1988). However, interactions that go beyond two-way effects are exceedingly difficult to interpret. Theoretically, there is no reason configurations should be limited to three variables only, but, empirically, three-way interactions currently represent the boundaries of interpretable regression analysis, and questions about their interpretation and stability persist (cf. Dess et al., 1997; Dess & Van de Ven, 1985; Ganzach, 1998).

The situation becomes even more challenging when we turn to the issue of equifinality. Standard regression methods are essentially unable to take equifinality into account (Van de Ven & Drazin, 1985). While interaction effects aim to estimate nonlinear relationships, they nevertheless assume that this relationship is relevant for all cases under examination, thus contrasting with the idea of different paths to the same outcome. As a result, equifinality remains an underdeveloped construct (Gresov & Drazin, 1997).

To avoid the limitations of regression analysis for studying configurations, in a considerable number of studies, researchers have instead employed cluster analysis (e.g., Bensaou & Venkatraman, 1995; Cool & Schendel, 1987; Desarbo, Di Benedetto, Song, & Sinha, 2005; Dess & Davis, 1984; Ferguson, Deephouse, & Ferguson, 2000; Fiegenbaum & Thomas, 1990; Hambrick, 1983; Ketchen et al., 1993; Lim, Acito, & Rusetski, 2006; Moores & Yuen, 2001). Typically, these studies use clustering algorithms to identify distinct groups of firms and then employ ANOVA or MANOVA to examine whether the distinct groups show differences in their performance. Clustering is attractive for studying configurations because it provides an established technique for discovering cases that are similar to each other along a variety of characteristics.

However, cluster analysis also has a number of known limitations. For example, cluster analysis tends to treat each configuration as a black box insofar as only differences between constellations of variables can be detected (Whittington et al., 1999). The grouping analysis does not extend to the contribution of individual elements to the whole or to an understanding of just how these elements combine to achieve the outcome. The researcher usually assumes that the presence of a component in some way contributes to the outcome, but whether this is actually the case is largely impossible to establish. This is a considerable issue, since it makes cluster analysis insensitive to the fact that cases may be very similar regarding a few causally important characteristics but may be different in a number of other characteristics that are irrelevant for this configuration. While such cases causally and analytically belong to the same configuration, cluster analysis would usually place them in different clusters because they differ on many, albeit irrelevant, characteristics. Consequently, empirical groupings often do not reflect causal relations.

Furthermore, cluster-analytic methods have been criticized for their extensive reliance on researcher judgment (e.g., Ketchen & Shook, 1996). For example, the choice of a stopping rule that determines the cutoff point for clustering is largely at the discretion of the investigator. Since the number of clusters usually affects subsequent findings, this is a considerable concern. While previous studies have compared the results of different clustering algorithms, the basic issue remains that cluster analysis will always result in some clustering, and there is no test statistic to guide the analysis. Results also strongly depend on the selection of the sample and variables, the scaling of the variables, and the choice of the similarity measure and clustering method (Ketchen & Shook, 1996; Ragin, 2000). As a result, cluster solutions for organizational configurations are often highly unstable and their interpretation is frequently difficult (Miller, 1996). Overall, these issues suggest that clustering has severe limitations for studying how configurations combine to create outcomes (Barney & Hoskisson, 1990; Wiggins & Ruefli, 1995).
A final method that has been suggested for studying organizational configurations is the use of deviation scores (Delery & Doty, 1996; Drazin & Van de Ven, 1985). Here, the researcher theoretically defines an ideal type and then creates an empirical profile for this configuration. The researcher then calculates deviation scores that give the difference between these “ideal” profiles and the empirical profiles of organizations in the sample. Deviation scores can then be used to test hypotheses about the fit between profiles and how it affects performance, for example, since greater deviation from the ideal profile should result in lower performance.

While this approach is theoretically more rigorous than cluster analysis, it still raises similar challenges. By relying on a fit measure based on a multidimensional profile, a deviation score approach allows the researcher only limited peeks into the black box of configurations. It often remains unclear which aspect of the misfit actually affects the outcome in question, since standard methods are not well suited to teasing apart the causal relations among different characteristics forming the profile. Furthermore, like cluster membership, deviation scores to a large extent depend on just how the “ideal” profile is initially defined. While theoretical guidance is of great importance here, previous studies have tended to define the ideal configuration using the empirically derived mean scores of their profiles (Drazin & Van de Ven, 1985) or by using plus or minus one standard deviation from the mean (e.g., Delery & Doty, 1996). Such approaches are again sample dependent, and ideal types thus largely depend on just how the sample is composed, rather than on substantive theory about what an ideal configuration means and what makes it ideal. Furthermore, the obtained results may be quite sensitive to even minor errors in estimating the “ideal” configurations, and the reliability of deviation scores will often be very low because it is the product of the reliabilities of the original variables (Gupta & Govindarajan, 1993).

While a configurational approach thus seems to hold much promise for both organization theory and strategic management, the disconnect between configurational theory and empirical methods remains a significant hindrance to the further development of this approach. However, there is an alternative methodology available in the form of set-theoretic methods for studying causal complexity. These methods are premised on the idea that different conditions combine rather than compete with each other in creating an outcome and that there may be different combinations of conditions that lead to the same outcome, thus making them well suited for studying configurations and equifinality.

### A SET-THEORETIC APPROACH TO ORGANIZATIONAL CONFIGURATIONS

Instead of using interaction effects, clustering algorithms, or deviation scores, a set-theoretic approach uses Boolean algebra to determine which combinations of organizational characteristics combine to result in the outcome in question (Boswell & Brown, 1999; Ragin, 1987, 2000). At the center of set-theoretic approaches lies the idea that relationships among different variables are often best understood in terms of set membership. Consider the simple case that A is a member of the set Z (formally: \( A \in Z \), or A is a subset of Z). For purposes of analyzing organizational configurations, let A be a firm with an efficient production system and Z be the set of firms with high financial performance. Thus, the statement that firms with an efficient production system tend to exhibit high performance may be restated as such firms form a subset of high-performing firms.

At the same time, the overlap between both sets need not be absolute. For example, consider B, the set of firms with a high rate of product innovation. This characteristic may also result in high financial performance, thus making firms that rapidly innovate another subset of high-performing firms (formally: \( B \subseteq Z \)). Yet there may, in fact, be little overlap between the two subsets A and B; one can easily imagine a situation where an efficient production system and a high rate of product innovation may inhibit or even preclude each other, thus making both A and B nonoverlapping subsets of Z. This may be expressed in the following logical statement:

\[
A + B \rightarrow Z
\]  \( (1) \)

where “+” denotes the logical operator or while “→” denotes the logical implication operator, as in “A or B implies Z.” Both A and B thus present viable ways of attaining high financial perfor-
formance, yet the design features involved in attaining that outcome may be quite different.

Now consider a somewhat more contingent statement: firms that exhibit an efficient production system (A) will be high performing if their environments are not heterogeneous (¬C). In logical terms, this statement may be expressed as follows:

\[ A \land \neg C \rightarrow Z \]  \hspace{1cm} (2)

where "\land" denotes the logical operator and while "\neg" denotes the logical not. In essence, the above statement presents a set-theoretic reformulation of a classic contingency hypothesis. Now let us extend the above by introducing another statement—namely, that firms with a high rate of product innovation (B) will be high performing if they also exhibit hierarchical control structures (D). \(^1\) Combining this statement with Statement 2 from above results in the following statement:

\[ A \land \neg C + B \land D \rightarrow Z \]  \hspace{1cm} (3)

The Boolean statement above thus elegantly summarizes two contingency statements (or hypotheses) about the relationship of organizational characteristics, the nature of the environment, and firm performance.

To further understand a set-theoretic approach, let us now consider in more detail the nature of the set-subset relationships. Such relationships may be better understood in terms of necessity and sufficiency (Ragin, 1987), which describe the ability to generalize from a limited set of cases to larger populations. Consider again Statement 3. According to this statement, there are at least two combinations of attributes that may allow a firm to attain high performance. If, on the one hand, we take a necessary condition to denote that an outcome can be attained only if the attribute in question is present, then clearly neither of the combinations is necessary. On the other hand, if we take a sufficient condition to denote that an outcome will always be obtained if the attribute in question is present, then either of the combinations is sufficient. However, note that this finding applies only to combinations of attributes, not to individual attributes. In fact, of the individual attributes A, B, ¬C, and D, none is either necessary or sufficient in that no attribute is present in all combinations and no attribute can by itself produce the outcome. In other words, Statement 3 denotes a situation of considerable causal complexity: four attributes combine to create the outcome, but none is by itself necessary or sufficient. Note also that such situations of causal complexity are exceedingly difficult to capture using conventional linear regression, since necessity and sufficiency are outside the focus of correlational analysis.

To analyze which different configurations of organizational characteristics may cause a certain outcome, a researcher using a set-theoretic approach first constructs a truth table that lists all possible configurations of characteristics, as well as whether these configurations lead to the outcome in question. In this regard, selection of the characteristics deemed important should be based on theoretical and substantive knowledge about their relationship with the outcome.

In a second step the researcher uses Boolean logic to determine commonalities among the configurations that lead to the outcome and to generate logical statements such as those above that describe these commonalities, thus allowing for the logical reduction of statements. This reduction procedure uses the Quine-McCluskey algorithm, a common algorithm for simplifying set-theoretic statements that is implemented in software packages such as QCA (Drass & Ragin, 1992) and fs/QCA (Drass & Ragin, 1999). To illustrate how this algorithm works, consider again the relatively simple situation of causal complexity described by Statement 3. The corresponding truth table for such a situation is shown in Table 1. In this table shaded cells for characteristics indicate cells corresponding to Statement 3. Furthermore, some of the cells in the outcome column show a question mark, indicating that these combinations of conditions may show no empirical instances, a situation frequently observed in empirical research and usually referred to as a situation of limited diversity (Ragin, 1987, 2000).

To find out whether any of the four conditions is necessary for causing the outcome, we would examine whether the condition is always present in all cases where the outcome is achieved. Clearly, this is not the case here. However, the truth table shows that there are seven

---

\(^1\) For the moment, I will not consider the empirical truth of these examples but merely use them to illustrate set-theoretic relationships.
different configurations of the four individual organizational characteristics sufficient for causing the outcome. The combinations are listed below:

1. \(A \cdot B \cdot C \cdot D\)
2. \(A \cdot B \cdot \neg C \cdot D\)
3. \(A \cdot B \cdot \neg C \cdot \neg D\)
4. \(A \cdot \neg B \cdot \neg C \cdot \neg D\)
5. \(A \cdot \neg B \cdot \neg C \cdot D\)
6. \(\neg A \cdot B \cdot C \cdot D\)
7. \(\neg A \cdot B \cdot \neg C \cdot D\)

While these combinations are all sufficient for causing high performance, the seven combinations can be simplified, since some combinations are logically redundant. For example, firms with an efficient production system (\(A\)) that are not in heterogeneous environments (\(\neg C\)) may or may not have a high rate of product innovation (\(B\) or \(\neg B\)) and may or may not exhibit a hierarchical control structure (\(D\) or \(\neg D\)). Either way, the combination of \(A\) and \(\neg C\) will still be sufficient to cause the outcome. As a result, the seven combinations may be logically reduced and simplified using the Quine-McCluskey algorithm and simplifying assumptions (cf. Ragin, 1987, 2000). In Boolean algebra, this proceeds as follows for Combinations 3 and 4:

\[A \cdot B \cdot \neg C \cdot \neg D + A \cdot B \cdot \neg C \cdot D =\]
\[A \cdot B \cdot \neg C(D + \neg D) =\]
\[A \cdot B \cdot \neg C\]

Similarly, Combinations 7 and 8 can also be simplified:

\[A \cdot \neg B \cdot \neg C \cdot D + A \cdot \neg B \cdot \neg C \cdot \neg D =\]
\[A \cdot \neg B \cdot \neg C(D + \neg D) =\]
\[A \cdot \neg B \cdot \neg C\]

Finally, combining the results from both simplifications leads to the following:

\[A \cdot B \cdot \neg C + A \cdot \neg B \cdot \neg C\]
\[A \cdot \neg C(B + \neg B)\]
\[A \cdot \neg C\]

Using some very simple operations, we have thus arrived at a statement that, by itself, contains all four logical combinations involving \(A\) and \(\neg C\) (3, 4, 7, and 8) that may lead to the outcome in question. The same operations can, of course, be applied to the four logical combinations involving \(B\) and \(D\) (1, 3, 9, and 11) that are
also sufficient for producing high performance. The result is again a simple statement that contains all combinations that may cause the outcome:

\[ A \cdot \neg C + B \cdot D \rightarrow Z \]  

(4)

From Crisp to Fuzzy Sets

The example I have used here to demonstrate a set-theoretic approach has employed crisp sets—that is, the presence of attributes and, thus, the membership in sets of firms with such attributes have been defined using binary values (membership/nonmembership). However, in many situations researchers will be interested in more fine-grained measures of the attributes in question, and the information contained in varying levels of attributes will often be very important for studying how attributes combine. A common concern with methods employing Boolean algebra is therefore that they tend to require dichotomous variables, thus placing undue limitations on the task of categorizing cases.

Fortunately, recent developments now incorporate the equivalent of ordinal and continuous variables into set-theoretic methods. This is accomplished by using “fuzzy” sets (Ragin, 2000, 2005). With fuzzy sets, set membership is not restricted to binary values of 0 and 1 but may instead be defined using membership scores ranging from ordinal up to continuous values. Fuzzy sets therefore allow researchers to exactly specify their constructs, such as the degree to which the organizational environment is turbulent or to what extent certain management practices are actually implemented in an organization. As in crisp sets, fuzzy sets also define a value of 0 as fully out of the relevant set and a value of 1 as full set membership. However, while crisp sets make no further distinctions, fuzzy sets use thresholds tied to substantive knowledge about a case to further partition set membership. For example, a simple, graded fuzzy set may contain the following six values:

- 1.00 = fully in
- 0.80 = mostly in
- 0.60 = more in than out
- 0.40 = more out than in
- 0.20 = mostly out
- 0.00 = fully out

Partitioning may be more fine grained up to continuous fuzzy sets, similar to ratio scales, but different (and, in fact, superior) in that such fuzzy sets contain both a meaningful floor and a meaningful ceiling (Ragin, 2000).

It is important to note here that fuzzy sets, particularly continuous ones, should lead the researcher to go beyond a simple rescaling of variables. For example, a common way to measure diversification is to count the number of four-digit SIC codes in which a firm operates and to code these data into a continuous measure. To create a measure of membership in the set of diversified firms, the researcher would infuse substantive knowledge into the measure about what it means to operate in any given number of different industries. For example, should firms that operate in five, ten, or fifteen different SIC codes be classified as fully diversified? If the firm operates in twenty different SIC codes, do operations in an additional SIC code truly make a difference?

A fuzzy set is a superior way of addressing such questions since it asks the investigator to provide meaningful thresholds for values. For instance, rather than merely controlling for prior performance in a regression analysis, a calibrated measure of performance would be based on substantive knowledge about the meaning of “high” or “medium” performance relative to, for example, other firms, stock market expectations, and so forth. Calibration thus involves sinking stakes at a few critical points of the measure and basing this process on detailed knowledge of the context. In contrast, a mechanistic procedure such as standardizing, which relies on the sample mean as a reference point, tends to ignore the substantive meaning of variation that falls at the mean of the distribution, often giving a false sense of precision. The use of fuzzy sets thus accomplishes two things: it allows the researcher to move from crisp to ordinal and continuous measures, and it forces the researcher to employ theoretical and substantive knowledge in the creation of the measure.

Set-Theoretic Methods and Statistical Inference

Another important issue with set-theoretic methods is whether the Boolean algebra they employ makes them deterministic (e.g., Goldstone, 1997; Lieberson, 1994). Clearly, the social world contains a considerable element of randomness that needs to be accounted for. Furthermore, data frequently contain measurement or
coding errors, resulting in further noise. An essential question, therefore, is how set-theoretic methods can account for the randomness and error of a stochastic world. Fortunately, set-theoretic methods have been modified to incorporate probabilistic criteria (e.g., Braumoeller & Goertz, 2000; Ragin, 2000, 2005). For example, Ragin (2000) employed a z-test to compare the proportion of cases exhibiting a combination to a specified benchmark proportion. This benchmark proportion can be varied depending on the nature of the data and the strength of the statement tested. For example, one might use a benchmark proportion of .90, suggesting that 90 percent of the cases with a specific combination need to exhibit the outcome for the combination to pass the significance test.

To illustrate the use of such probabilistic criteria, consider again the previous example about combinations of attributes that lead to high performance. After examining empirical data, we might find that out of 120 firms that show the combination A · ¬C (an efficient production system and no heterogeneous environment), 115 do exhibit high performance. The observed proportion is therefore 115/120 = 0.958. Can we be confident that this observed proportion is significantly higher than our benchmark proportion of .90? A simple z-test can answer this question. With an observed proportion of .958, a benchmark proportion of .90, and an N of 120, we can calculate a z-value of 1.966. Using a significance level of .05 and a one-tailed test, we find that this z-value exceeds the critical z-value of 1.65, confirming our assumption that at least 90 percent of all firms that show the combination A · ¬C also exhibit high performance. While this example uses standard binary sets, the same logic also applies to fuzzy sets. The main difference is that fuzzy sets are more finely calibrated and therefore posit more stringent requirements in terms of the consistency with the statement in question.

A second issue with set-theoretic methods relates to the selection of cases—specifically, whether set-theoretic methods select on the dependent variable. This is an important question that deserves an answer, since it is less of a problem than commonly assumed. Selecting on the dependent variable has been justly criticized since it often introduces a bias that will attenuate causal estimates (Geddes, 1990; King, Keohane, & Verba, 1994). Clearly, some variation in the dependent variable is necessary to determine causes that lead to success and failure, and for most studies the sample of cases to be examined should be drawn using selection rules that are not correlated with the dependent variable and that lead to some variation in both the predictor variable and the outcome (Shadish, Cook, & Campbell, 2002). However, once the sample has been identified, selection on the dependent variable during the analysis is perfectly admissible to evaluate necessary conditions (Dion, 1998; Most & Starr, 1989). In fact, analysis of necessary conditions must only focus on cases showing the outcome; cases where the outcome is not present are irrelevant, and including them would provide incorrect results for hypothesis tests (Braumoeller & Goertz, 2000).

Selecting on the dependent variable becomes a greater concern in the analysis of sufficient conditions, but there are several ways to address it. I have already mentioned the use of standard procedures to draw the original sample, thereby establishing variation in the dependent variable. This variation can be employed in a simple counterfactual analysis that compares whether conditions presumed to be sufficient are also present when the outcome is not observed. For example, if the analysis suggests that the combination B · D (rapid product innovation and hierarchical control structures) is sufficient for high performance, then an examination of cases that do not exhibit high performance should equally show no cases with the combination B · D.

Variation in the dependent variable furthermore can be employed to examine what conditions are necessary or sufficient for the absence of the outcome. This could be done using simple negation of the outcome variable, or the analysis can be further refined, particularly with the use of fuzzy sets. For example, one might examine factors leading to the absence of high per-

---

2 In small-N situations where N is less than 30, a binomial probability test can be used instead of a z-test. For a more extensive treatment of benchmarks and significance tests, see, for example, Braumoeller and Goertz (2000), Ragin (2000), and Ragin and Fiss (2007).

3 A more detailed discussion of counterfactual reasoning in comparative analysis can be found in Ragin and Sonnett (2005).
formance (simple negation of the high-performance outcome), or one might create a new fuzzy set for the presence of low performance. This transformed negative outcome would not simply be the inverse of high performance but, rather, might use quite different membership criteria based on substantive knowledge about what constitutes low performance. In combination, these approaches allow for a careful assessment of the factors that lead both to the presence and absence of the outcome in question, thereby addressing the selection issues.

A final issue that deserves mention relates to dealing with irrelevant or trivially necessary conditions. For example, while it is true that all armies require water and gravity to operate, such universals contribute little to causal explanations (Downs, 1989: 234; cf. also Braumoeller & Goertz, 2000). Trivially necessary conditions again highlight that necessity and sufficiency are not inherent in patterns of evidence but, instead, involve the imposition of theoretical and substantive knowledge in examining imperfect evidence. All analysis needs to be guided by such knowledge. In this regard, set-theoretic methods face the same challenges of causal inference as all other methods that use nonexperimental data (cf. Shadish et al., 2002).

In many cases trivial conditions can easily be weeded out because they are obviously irrelevant, as was the case with gravity and water above. However, if questions remain about the trivialness of a specific condition, it is again useful to consider how the condition relates to variation in the outcome. A trivial condition can often be identified here because it does not vary regardless of the outcome. For the empirical assessment of trivialness, Braumoeller and Goertz (2000) have shown that a $\chi^2$ test of homogeneity can be used to assess whether there are significant differences in the distribution of cases across the present/absent cells for causes and outcomes. The results of these authors confirm that trivialness is usually not an issue, further suggesting that the analysis of necessary conditions holds considerable promise for empirical research.

**Set-Theoretic Methods and Equifinality**

Another major strength of set-theoretic methods is that they offer an attractive way of examining equifinality. The concept of equifinality has received increasing attention for studying organizational configurations (Doty, Glick, & Huber, 1993; Eisenhardt, 1988; Galunic & Eisenhardt, 1994; Gresov & Drazin, 1997; Pennings, 1992), but the question of how to empirically examine equifinal outcomes is still largely unanswered. Gresov and Drazin (1997) were among the first to describe a process by which equifinality research may proceed, moving from identifying different forms of equifinality to matching those forms with the appropriate methodology. For the identification process, Gresov and Drazin recommend qualitative research, surveys, and factor analysis as ways of assessing the degree of consistency or conflict among the different functional demands an organization faces. After gathering this information about the cases, the researcher can classify equifinal configurations using categories, scales, or deviation from profiles.

However, there are considerable challenges for both qualitative, case-oriented research and quantitative, variable-oriented methods for assessing equifinality, since these methods tend to either quickly exhaust the levels of complexity they can process or tend to leave the actual processes by which equifinality emerges relatively unexamined, particularly if more than two variables combine to create equifinal outcomes. Set-theoretic methods are able to overcome both these limitations and, thus, are well suited for examining equifinality. First, such methods allow the researcher to examine extensive numbers of different combinations of elements and detect the underlying commonalities of configurations that lead to a certain outcome. Second, set-theoretic methods allow a detailed assessment of causality, enabling the researcher to strip away elements that are not causally involved with the outcome.

Set-theoretic methods furthermore extend the analysis of equifinality by offering a technique for examining the relative importance of each path. Ragin (2006) refers to this relative importance as coverage—that is, the proportion of instances of the outcome that exhibit a certain causal combination or path. For example, while it may be true that the combinations $A \cdot \sim C$ and $B \cdot D$ are both equifinal in that both lead to high performance, the number of cases showing each combination and, thus, the importance of each path may be quite different. Using simple calculations, it is possible to further partition path
coverage in a manner that is roughly equivalent to partitioning explained variation in a conventional regression model (Ragin, 2006). Just as a factor may be statistically significant but its explained $R^2$ may be very small, a characteristic or combination of characteristics may be sufficient to lead to the outcome, but its unique coverage may be very low since only few cases exhibit this path to the outcome. Measuring coverage thus allows for a very fine-grained analysis of equifinality by giving the researcher insights into the relative importance and unique contribution of different causal combinations.

**Limited Diversity in Organizational Configurations**

Strategy researchers have frequently pointed out that not all possible configurations are realized and that certain organizational elements show a tendency to appear together (Meyer et al., 1993; Miller, 1986; Mintzberg, 1980). In other words, within the multidimensional property space of organizational design features, there are certain cells that tend to be more crowded and certain cells that are empty. As I have mentioned, this phenomenon is known in set-theoretic research as limited diversity, defined as a situation where one or more of the logically possible combinations of causal conditions specified in the analysis do not exist empirically (Ragin, 1987, 2000).

While it is desirable to describe combinations of attributes that cover a large proportion of the target population of organizations (Miller & Friesen, 1984), it is also instructive to understand what combinations do not occur.4 Recently, Inkpen and Choudhury (1995) pointed out that most of the research on strategy has neglected to examine cases of strategic absence—that is, those situations where strategy is expected but not observed. Examining the limited diversity of organizational configuration can likewise help the researcher understand not only whether a certain configuration is absent but also which configurations are absent. Thus, if it is possible to detect clear and robust patterns of absence within the property space of organizational design features, such patterns may offer insights by making explicit the otherwise implicit and widely shared assumptions about what design elements should or should not go together.

Moving beyond empirically observable instances of organizational configurations is also important because it allows us to shift the focus from the descriptive realm to the question of how to design better configurations. Here, insights from studying limited diversity of configurations may be helpful in at least two ways. First, such insights may allow us to build robustness and redundancy into organizational designs. If it is possible to identify more than one sufficient combination of design features that leads to high performance, then knowledge about different paths to an outcome can be used to construct a superior configuration that may be more robust to changes in the environment. Thus, set-theoretic methods may allow the design of configurations that offer robustness of essential systems while minimizing the use of resources.

Second, once we know what design elements are necessary or sufficient to attain the outcome in question, studying limited diversity will allow us to identify additional design combinations that may extend or improve existing configurations. One might conceive of existing combinations as being close to peaks in a rugged performance landscape (Gavetti & Levinthal, 2000), but not necessarily at the apex of such peaks. A localized search for additional configurations may then capitalize on knowledge about existing, workable configurations and nonexistent but perhaps promising design extensions of such configurations, particularly since the highest peaks in a rugged landscape tend to be located rather close to one another (Kauffman, 1993; Levinthal & Warglien, 1999). Studying limited diversity thus offers new insights into a configurational approach because it provides a novel strategy for learning about property spaces and the relationships among different design elements.

---

4 Some of the combinations that do not occur may involve configurations that are somehow unfeasible, logically impossible, or that simply fail to show empirical instances. One needs to keep in mind that the number of possible configurations grows exponentially with the number of attributes examined and that a lack of empirical instances may simply be due to an overabundance of cells within the property space. For a more extensive discussion of limited diversity, see Ragin (1987, 2000) and Ragin and Sonnett (2005).
Set-Theoretic Methods and Theory Building

While the assumptions of configurational theory require methods that can better assess complex, nonlinear, and synergistic effects, such methods can, in turn, also provide new insights into configurational theory in particular and the theory of organizations more generally. I have already pointed out how knowledge about design configurations may help us identify promising organizational designs. However, set-theoretic methods may also affect theory on a deeper level by not only offering a way to analyze causal relationships but by providing a language for expressing such relationships as well.

The methods I have described here use a language that is “half-verbal-conceptual and half-mathematical-analytical” (Ragin, 2000: 4). This language is particularly suitable for combining the verbal expression of abstract concepts with the analytical rigor of logical relationships, something that is often amiss in current theory building (Sutton & Staw, 1995).

Much of our language for describing relationships tends to be correlational. However, statements about correlational relationships are different from statements about causal relationships. Statements about correlations are symmetrical, but statements about causal relations are asymmetrical. For example, consider the following statement: “Diversification will be negatively related to firm risk.” As a correlational claim, it follows that firm risk is also negatively correlated with diversification. However, the causal relationship is directional and one way: diversification decreases firm risk, not the other way around.

Furthermore, correlational statements cannot account for necessity and sufficiency, two crucial concepts for understanding causality. For example, consider the central tenet of structural contingency theory—that organizational effectiveness depends on the fit between the organization and its environment. As Galunic and Eisenhardt put it, “The better the fit between structural components and contingent factors, the greater the viability and performance of the organization” (1994: 216). This is a concise and intuitively appealing statement. As a correlational claim, it is usually understood that this statement will apply while holding other relevant factors constant. The prediction is that if fit between structural components and, for example, the environment is relatively low, performance will tend to be low, whereas if fit is relatively high, performance will also be high.

However, in terms of causal relationships, we may assume that more than just fit is necessary for high performance. We may find a number of firms that structurally show good fit with the environment but do not exhibit higher performance, perhaps because of a lack of resources or incompetent management. If that is the case, we may conclude that fit is a necessary but not sufficient condition for higher performance, since without it high performance cannot be achieved, but fit by itself is not enough to guarantee high performance.

Yet we may find a number of firms that score high on the performance measure but not high on the fit measure. This may be the case if some firms can compensate for their bad fit by some other means, such as lucrative patents or a particularly committed workforce. If we find a considerable number of such firms, we may conclude that fit is sufficient but not necessary for higher performance, since there seems to be other ways of achieving such performance.

Both kinds of cases I have described are inconsistent with a correlational relationship, and we thus account for them by controlling for other characteristics. In some situations where there are a large number of inconsistent cases, we may “correct” for such heteroskedasticity by using statistical procedures. However, instead of treating such cases as a methodological nuisance, we may also consider how they can help us learn about the causal relationship between the characteristics in question. In fact, both kinds of cases I have described are perfectly consistent with a set-theoretic point of view. Thinking of firms as cases that have membership in different causal conditions therefore forces us to consider whether these conditions are necessary, sufficient, or perhaps neither. Since necessity and sufficiency are two of the basic building blocks of causal relationships, better incorporating them into theory building presents a step toward building theories that can account for complex causal relationships.

Implications for Other Fields of Management Research

I have focused here mainly on contributing to research on organizational configurations, but
the implications of set-theoretic methods clearly extend well beyond this domain. For example, economists and strategy researchers such as Milgrom and Roberts (1990, 1995), Miller (1990), Porter (1996), and Siggelkow (2001, 2002) suggest that complementarities between a firm’s strategy and structure are essential for achieving high performance. Milgrom and Roberts define activities as complements if “doing (more of) any one of them increases the returns of doing (more of) the others” (1995: 181). They argue that the clustering of characteristics found in technologically advanced manufacturing firms, which often encompasses marketing, production, engineering, and organization, is the result of a coherent business strategy that exploits complementarities and that this is due to identifiable changes in technology and demand. Furthermore, complementarities make it profitable for a firm that adopts some characteristics to adopt more. For example, greater flexibility of the production equipment makes increasing the breadth of the product line more attractive, and vice versa (Jaikumar, 1986, 1989).

In empirical studies researchers have observed complementarities for flexible automation and organizational variables in the manufacturing industry (Parthasarthy & Sethi, 1993), in organizational innovations (Whittington et al., 1999), and in entire organizational systems (Porter, 1996; Siggelkow, 2001). However, complementarities theory has had its greatest impact in the field of human resource management (e.g., Delaney & Huselid, 1996; Huselid, 1995; Ichniovski, Shaw, & Prennushi, 1997; MacDuffie, 1995), and the search for the best configurations of HRM practices that lead to high performance has arguably become the dominant research issue of that field (Guest, 1997: 263).5

In surveying the empirical literature on complementarities, Porter and Siggelkow (2007) suggest that prior research has proceeded mainly by comparing the performance implications of adopting a single activity versus adopting sets of activities. However, many empirical questions remain, and the econometric issues involved in assessing complementarities are considerable (Athey & Stern, 1998). To identify complementary practices, researchers have employed methods similar to research on organizational configurations, including cluster analysis (e.g., Arthur, 1992, 1994; MacDuffie, 1995), factor analysis (e.g., Huselid, 1995; MacDuffie, 1995; Wood & de Menezes, 1998), and examining the degree of correlations among various practices (Whittington et al., 1999). Most researchers then use regression analysis to test the relationship between sets of practices and performance, although some researchers have proposed simultaneous equation models (Athey & Stern, 1998) or testing whether interaction effects are constant over entire samples by splitting them into groups (Porter & Siggelkow, 2007).

It would therefore seem that problems of empirical testing in the literature on complementarities are quite similar to those in the study of organizational configurations, and set-theoretic methods may likewise offer an attractive way of empirically studying complementarities and substitution effects. Applying these methods would allow researchers to directly address such questions as which activities may be successfully removed without harming performance while also taking into account issues of limited diversity that have so far plagued empirical research on practice adoption (Athey & Stern, 1998). A first step in this direction is offered by Kogut, MacDuffie, and Ragin (2004), suggesting that this is indeed a fruitful avenue for future research.

A set-theoretic approach may also contribute to the emergent literature on organizational complexity (e.g., Anderson, 1999; Levinthal, 1997; Levinthal & Warglien, 1999; Rivkin, 2000; Rivkin & Siggelkow, 2003). For example, in studies employing complexity theory, researchers tend to see organizations as dynamic, nonlinear systems, explicitly focusing on connections and the interaction of variables in creating outcomes (Anderson, 1999). The agent-based simulations often used in this literature examine the effects of multiple interactions to identify interdependencies and nonlinear effects. Such concerns resonate well with a set-theoretic approach, and some researchers have already begun to apply a fuzzy set approach to complex systems (e.g., Morel & Ramanujam, 1999).

Similarly, the search for robust designs that has informed complexity theory (e.g., Levinthal & Warglien, 1999) is very compatible with the concept of limited diversity. In addition, the use of set-theoretic methods may offer complexity

---

5 For overviews of this literature, see Guest (1997) or Wood (1999).
researchers a different way of examining interactions. While computer simulations have the advantage of allowing the manipulation of multiple interdependencies, they are often more difficult to assess than traditional models, and the use of multiple parameters that are subtly interrelated can make meaningful interpretation quite difficult (Axtell, Axelrod, Epstein, & Cohen, 1996; Cohen, 1999; Morel & Ramanujam, 1999). As Porter and Siggelkow (2007) suggest, agent-based models furthermore focus on different degrees of connectedness rather than different types of connections, and interactions are determined stochastically via random values, making the examination of specific interactions problematic. In such situations set-theoretic methods may provide an intermediate approach between simulation and conventional linear models and may allow researchers to examine complex, nonlinear relations while using empirical data.

Set-theoretic methods may also add to research in the tradition of the resource-based view (RBV; e.g., Barney, 1991, 1996; Conner, 1991; Dierickx & Cool, 1989; Peteraf, 1993; Wernerfelt, 1984). As pointed out by Black and Boal (1994), in most prior work within the RBV, researchers have evaluated resources from a stand-alone viewpoint, paying little attention to how the value of resources depends on the presence of other resources.

Yet resources typically do not stand alone but, instead, are “nested in and configured with one another and the nature of relationships between them” (Black & Boal, 1994: 132). While the idea of “resource bundles” has been recognized by RBV theorists (Barney & Zajac, 1994; Dierickx & Cool, 1989; Galunic & Rodan, 1998), it has largely been ignored in empirical studies. However, competitive advantage may frequently depend on interactions among resources. As an example of such a situation, consider the automation study of Parthasarthy and Sethi (1993), which showed that only the combination of speed and scope flexibility led to higher performance; by themselves, neither speed nor scope had a significant effect.

Such conditions, where two or more resource factors are necessary but not sufficient, are more likely the rule than the exception in firms, thus calling for an approach that can effectively address causal combinations. Furthermore, resource bundles may themselves combine with other resource bundles to form configurations at higher levels, perhaps allowing for substitution of one combination for another. Within the RBV, conceptual attempts to capture such complex interactions have so far relied on network theory (Black & Boal, 1994) or a modular view of the firm that examines the likelihood of different resource combinations (Galunic & Rodan, 1998). A set-theoretic approach may contribute to the RBV by offering both a conceptual framework and an empirical methodology for analyzing how resources combine to form bundles and how these bundles affect firm performance.

Configurational approaches also need not be restricted to the organization level. Meyer et al. (1993) suggest a number of applications for configurational approaches at the individual and group levels, but configurations and complementarities are also of importance at the industry and national levels. For example, the idea of coherence among different societal institutions, such as labor relations, education and training systems, and corporate governance practices, has informed a number of works on national economic systems (Hall & Gingerich, 2004; Hall & Soskice, 2001; Streeck, 1992). Authors of this literature have argued that complementarities among elements of national economic systems contribute to comparative institutional advantage. For example, in the Japanese keiretsu system, complementarities among lifetime employment, corporate organization, and interfirm relations lead to higher capacities for rapid cross-sector technology transfer (Aoki, 1994; Hall & Soskice, 2001).

Empirical research on institutional complementarities has tended to rely on case studies or smaller samples of countries (e.g., Albert, 1993; Hollingsworth & Boyer, 1997; Whitley, 1999), and the empirical testing of larger samples is only beginning to emerge (e.g., Amable, 2000; Hall & Gingerich, 2004). Still, this stream of research faces very similar methodological issues in examining configurations of institutions, and early work by Guillén (1994), as well as more recent work by Kogut and Ragin (2006), suggests that set-theoretic methods may be successfully used to study complementarities at this macroeconomic level.
An Example of Applying Set-Theoretic Methods

To demonstrate the potential payoffs of set-theoretic methods, I now further consider some of the practical issues involved in applying them to the study of organizational configurations. In a first step the researcher would identify an appropriate area to examine configurations. For example, HRM provides an attractive empirical context here. It is by now widely recognized that an organization’s HRM systems are of critical strategic importance (e.g., Baron & Kreps, 1999; Hambrick & Snow, 1989; Hamel & Prahalad, 1985; Pfeffer, 1994; Wright & McMahan, 1992), and configurational approaches have figured prominently in assessing how HRM practices affect organizational performance (e.g., Arthur, 1994; Delery & Doty, 1996; Doty et al., 1993; Ichniowski et al., 1997; MacDuffie, 1995). HRM practices are furthermore attractive because they allow for a multilevel examination of configurations. As pointed out by Wood (1999), configurations can be examined in terms of how HRM practices relate to each other, how systems of HRM practices relate to other organizational systems, and how HRM and other systems relate to the environment. This permits a rich analysis of configurations and their effects on substantively important outcomes such as performance.

A set-theoretic analysis will often proceed as follows. After developing the theoretical framework for the study and deciding which variables may best measure the theoretical constructs, the researcher will recode these variables into sets. For many variables, binary sets will be appropriate. For example, for some HRM practices, such as job rotation or profit sharing, it may be sufficient to code the practices as present or absent (e.g., Ichniowski et al., 1997). Other variables will be more complex, and binary coding may be too limiting. For example, membership in the set of high-performing organizations could be measured in a number of different ways, requiring more continuous coding, including productivity, quality, labor turnover, and customer satisfaction, as well as various measures of financial performance and profitability. For these variables fuzzy sets should be used, with different levels of set membership connected to meaningful thresholds based on substantive knowledge.

As pointed out by Ragin (2000), it is important to remember in this context that variables cannot be mechanistically translated into fuzzy sets because they usually do not refer to sets. For instance, productivity variables such as production line uptime (Ichniowski et al., 1997) or hours required to build a vehicle (MacDuffie, 1995) may be used to create sets, but they are not yet sets. In each instance the coding of set membership levels should be tied to substantive meaning of high performance. Typically, this will lead the researcher to define variation above or below a certain threshold value as irrelevant. For example, regarding the set of organizations with a high return on equity, all organizations that score below a certain value may be assigned a membership score of zero, since all of these organizations are fully out of the set. Conversely, all organizations that show returns above a certain threshold may be assigned scores of one, signaling full membership in the set. For a continuous variable such as return on equity, decisions about full membership and nonmembership will involve an assessment of what levels of return on equity are generally considered high and not high, and these assessments may differ by country or industry. Furthermore, intermediate values that indicate partial membership scores can likewise be tied to substantive knowledge, perhaps using ratios of what is considered high performance or—where such knowledge is not available or applicable—more sample-dependent values such as mean or median performance.

Once the data have been coded into sets, they can be analyzed using software packages, such as fs/QCA. In a first step the researcher will examine the data for combinations of attributes necessary to obtain the outcome in question. For example, the researcher might discover that a high level of automation, a low product age, and the absence of diseconomies of scale are all

---

6 When employing a new methodology, it is often appropriate to contrast its results with those obtained using conventional methods. After identifying an appropriate data set of HRM practices, the researcher may therefore decide to conduct a reanalysis of the original data to replicate previous findings. This has the advantage of establishing a benchmark against which set-theoretic methods can be measured, while also familiarizing the researcher with the specific issues and limitations of the data in question.

7 The QCA and fs/QCA software packages and manuals can be downloaded at http://www.fsqca.com.
necessary conditions for achieving high productivity, as found by Kogut et al. (2004) in their reanalysis of MacDuffie’s (1995) data on car assembly plants. Determining such necessary conditions is an interactive process that will usually involve robustness checks to determine how calibration of the measures may affect the findings.

In a second step the data can be analyzed as to which combinations of attributes are sufficient to obtain the outcome. In this regard Kogut et al. (2004) found that there was no one single configuration of production characteristics that was sufficient for high performance but, rather, that there were three different constellations of the HRM system, the shop floor organization, and the management of buffers between work activities that resulted in high levels of performance. In comparing the performance means of productivity and quality for these configurations, Kogut et al. (2004) were also able to show that, while there was overall equifinality, these configurations exhibited different strengths regarding productivity and quality. In sum, the use of set-theoretic methods allowed these researchers to conduct a detailed assessment of how causes combined to produce high performance in work systems, resulting in findings that were consistent with MacDuffie’s (1995) findings but that further allowed a more refined understanding of interactions among factors that would not have been achieved with the use of conventional interaction effects.

Instead of conducting a full analysis of necessary and sufficient conditions using the probabilistic criteria described above, the researcher may also decide to combine set-theoretic methods with other conventional statistical procedures, as done by Roscigno and Hodson (2004). For example, the researcher may use set-theoretic analysis to identify configurations and then test the relationship between these configurations and performance using t-tests or OLS. This approach is structurally similar to previous research on configurations combining cluster analysis with ANOVA or regression analysis but is superior by offering a more robust approach for identifying and testing causal combinations and their effect on the outcome in question.

CONCLUSION

While the study of organizational configurations holds considerable promise for organization theory and strategy, it is currently impeded by a discrepancy between theory and methods. To overcome this discrepancy, I have proposed the use of set-theoretic methods to examine how different organizational elements combine rather than compete to produce an outcome. I have only been able to provide a very brief sketch of these methods, but it appears evident that a set-theoretical approach is much more closely aligned with the theoretical thrust of configurational theory, which stresses the existence of effects that are not simply linear, additive, and unifinal. Set-theoretic methods offer a rigorous and nuanced way of assessing the complex ways in which causes combine to create outcomes, and these methods also show promise for a variety of research fields beyond the theory of organizational configurations.

Regarding the field of strategy in particular, a set-theoretic approach is also important because it brings us closer to understanding the realities of strategizing. While causal complexity may in fact be the most common form of causality facing a firm’s decision makers, it is still not sufficiently addressed in empirical strategy research. There is a clear need to move beyond simple contingency approaches, since most firms face multiple contingencies, such as strategy, structure, leadership, and technology, with significant interdependencies among these contingencies (Burton & Obel, 2004; Galunic & Eisenhardt, 1994). Furthermore, these multiple contingencies may present the firm with contradictory requirements for strategy and structure (Miller, 1992). The resulting questions about trade-offs between multiple and differing demands are arguably at the core of strategy research and have led researchers to call for a new methodology that takes into account configurational patterns, equifinality, and multiple contingencies (Drazin & Van de Ven, 1985; Galunic & Eisenhardt, 1994; Greckhamer, Misangyi, Elms, & Lacey, in press). Set-theoretic methods not only fit this demand but have the added benefit of allowing the analysis of small-N situations—that is, situations where the number of cases is too large for traditional qualitative analysis and too small for many conventional statistical analyses (e.g., between ten and fifty
cases). Because of its comparative approach, the analysis of such small-N situations presents one of the strengths of a set-theoretic approach (e.g., Lacey, 2001; Ragin, 1994, 2000).

Set-theoretic methods may furthermore contribute to management research by focusing explicitly on localizing causal complexity. This aspect is especially significant for the domain of business policy. Set-theoretic approaches are particularly adept at identifying localized effects. Rather than estimating the relative importance of different strategies across all cases, set-theoretic methods allow us to better examine which strategies make sense for which kinds of firm. By contextualizing effects, it becomes easier to go beyond global and typically vague statements about effects, and the identification of different paths rather than a single path offers more opportunities for policy intervention (Ragin & Fiss, 2007). Again, a set-theoretic approach can guide both theory and empirical investigation in this regard, thus offering an improved understanding of the nature and effect of complex configurations.
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